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Executive Summary

The National Cybersecurity Center of Excellence (NCCoE) at the National Institute of Standards and
Technology (NIST) built a laboratory environment to emulate a medical imaging environment,
performed a risk assessment, and identified controls from the NIST Cybersecurity Framework to secure
a medical imaging ecosystem. This project used picture archiving and communication system (PACS) and
a vendor neutral archive (VNA) and implemented controls to safeguard medical images from
cybersecurity and privacy threats. PACS and a VNA, hereafter referred to as PACS, comprise the systems
to centrally manage medical imaging data. This effort resulted in a NIST Special Publication 1800 series
Cybersecurity Practice Guide, based on the following considerations relative to PACS:

= PACS allows for the acceptance, transfer, display, storage, and digital processing of medical
images. PACS centralizes functions surrounding medical imaging workflows and serves as an
authoritative repository of medical image information. Medical imaging is a critical component
in rendering patient care. PACS serves as the repository to manage these images and
accompanying clinical information within a healthcare delivery organization (HDO).

= PACS fits within a highly complex HDO environment that includes back-office systems, electronic
health record systems, and pharmacy and laboratory systems, as well as an array of electronic
medical devices. This environment may include cloud storage for medical images. In managing
these systems, HDOs work with a diverse group of individuals who interact with the enterprise
information technology (IT) infrastructure and may include IT operations staff, internal support
teams, and biomedical engineers, as well as vendors and manufacturers.

= Securing PACS presents several challenges. Various departments operating in the HDO have
unique medical imaging needs and may operate their own PACS or other medical imaging
archiving systems. Further, HDOs may use external medical imaging specialists when reviewing
patient medical data. The PACS ecosystem, therefore, may include multiple systems for
managing medical imaging data, along with a diverse clinical user community, accessing PACS
from different locations. This complexity leads to cybersecurity challenges.

= PACS may have vulnerabilities that, given its central nature, may impact an HDO’s ability to
render patient care or to preserve patient privacy. These vulnerabilities could impede patients’
timely diagnosis and treatment if medical images are altered or misdirected. These
vulnerabilities could also expose an HDO to risks of significant data loss, malware and
ransomware attacks, and unauthorized access to other parts of an HDO enterprise network.

=  This NIST Cybersecurity Practice Guide demonstrates how organizations can securely configure
and deploy PACS. This guide presents an example solution that helps HDOs improve medical
imaging ecosystem privacy and cybersecurity.

PACS, by its nature, is a system that cannot operate in isolation. The overall PACS ecosystem consists of
diverse technologies that include medical imaging devices, patient registry systems, and worklist
management systems. PACS also relies on systems to manage and maintain medical image archives,
which may include cloud storage capabilities. The primary role of PACS is interaction with disparate
medical imaging devices, interconnectivity with other clinical systems, and allowing a geographically and
organizationally diverse team of healthcare professionals to review medical images to provide quality
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and timely patient care. Therefore, the threat landscape is broad, and allows for a large attack surface.
The PACS environment may include vulnerabilities. Unauthorized individuals may leverage
vulnerabilities and compromise or corrupt stored information. Also, unauthorized individuals may use
components found in the PACS ecosystem as pivot points to further compromise components in an
integrated healthcare information system.

This practice guide demonstrates how an organization may implement a solution to mitigate identified
cybersecurity and privacy risks. The reference architecture features technical and process controls to
implement:

= adefense-in-depth solution, including network zoning that allows more granular control of
network traffic flows and limits communications capabilities to the minimum necessary to
support business function

= access control mechanisms that include multifactor authentication for care providers,
certificate-based authentication for imaging devices and clinical systems, and mechanisms that
limit vendor remote support to medical imaging components

= a holistic risk management approach that includes medical device asset management,
augmenting enterprise security controls, and leveraging behavioral analytic tools for near real-
time threat and vulnerability management in conjunction with managed security solution
providers

The NCCoE sought existing technologies that provided the following capabilities:

= role-based access control
"  microsegmentation

= behavioral analytics

= data security

= cloud storage

While the NCCoE used a suite of commercial products to address this challenge, this guide does not
endorse these particular products, nor does it guarantee compliance with any regulatory initiatives. Your
organization’s information security experts should identify the products that will best integrate with
your existing tools and IT system infrastructure. Your organization can adopt this solution or one that
adheres to these guidelines in whole, or you can use this guide as a starting point for tailoring and
implementing parts of a solution.

The NCCoE’s practice guide, Securing Picture Archiving and Communication Systems, can help your
organization:

= improve resilience in the network infrastructure, including limiting a threat actor’s ability to
leverage components as pivot points to attack other parts of the HDO’s environment

= |imit unauthorized movement within the HDO environment by authorized system users to
address the “insider threat” as well as limit unauthorized actors once they gain network access
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= analyze behavior and detect malware throughout the ecosystem to enable HDOs to determine
when components evidence compromise and to enable those organizations to limit the effects
of a potential advanced persistent threat such as ransomware

= secure sensitive data (e.g., personally identifiable information or protected health information)
at rest, in transit, and in cloud environments; enhancing patient privacy by limiting malicious
actors’ ability to exfiltrate or expose that data

= consider and address risks that may be identified as HDOs examine cloud storage solutions as
part of managing their medical imaging infrastructure

You can view or download the guide at https://www.nccoe.nist.gov/projects/use-cases/health-it/pacs. If
you adopt this solution for your own organization, please share your experience and advice with us. We
recognize that technical solutions alone will not fully enable the benefits of our solution, so we

encourage organizations to share lessons learned and best practices for transforming the processes
associated with implementing this guide.

To provide comments or to learn more by arranging a demonstration of this example implementation,
contact the NCCoE at hit _nccoe@nist.gov.

Collaborators participating in this project submitted their capabilities in response to an open call in the
Federal Register for all sources of relevant security capabilities from academia and industry (vendors
and integrators). Those respondents with relevant capabilities or product components signed a
Cooperative Research and Development Agreement (CRADA) to collaborate with NIST in a consortium to
build this example solution.
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Certain commercial entities, equipment, products, or materials may be identified by name or company
logo or other insignia in order to acknowledge their participation in this collaboration or to describe an
experimental procedure or concept adequately. Such identification is not intended to imply special
status or relationship with NIST or recommendation or endorsement by NIST or NCCoE; neither is it
intended to imply that the entities, equipment, products, or materials are necessarily the best available
for the purpose.
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The NCCoE, a part of NIST, is a collaborative hub where industry
organizations, government agencies, and academic institutions work
together to address businesses’ most pressing cybersecurity challenges.
Through this collaboration, the NCCoE develops modular, adaptable
example cybersecurity solutions demonstrating how to apply standards
and best practices by using commercially available technology.

LEARN MORE
Visit https://www.nccoe.nist.gov

nccoe@nist.gov
301-975-0200
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Certain commercial entities, equipment, products, or materials may be identified by name of company
logo or other insignia in order to acknowledge their participation in this collaboration or to describe an
experimental procedure or concept adequately. Such identification is not intended to imply special
status or relationship with NIST or recommendation or endorsement by NIST or NCCoE; neither is it
intended to imply that the entities, equipment, products, or materials are necessarily the best available
for the purpose.

National Institute of Standards and Technology Special Publication 1800-24B, Natl. Inst. Stand. Technol.
Spec. Publ. 1800-24B, 102 pages, (December 2020), CODEN: NSPUE2

As a private-public partnership, we are always seeking feedback on our practice guides. We are
particularly interested in seeing how businesses apply NCCoE reference designs in the real world. If you
have implemented the reference design, or have questions about applying it in your environment,
please email us at hit_nccoe@nist.gov.

All comments are subject to release under the Freedom of Information Act.

National Cybersecurity Center of Excellence
National Institute of Standards and Technology
100 Bureau Drive
Mailstop 2002
Gaithersburg, MD 20899

Email: nccoe@nist.gov
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The National Cybersecurity Center of Excellence (NCCoE), a part of the National Institute of Standards
and Technology (NIST), is a collaborative hub where industry organizations, government agencies, and
academic institutions work together to address businesses’ most pressing cybersecurity issues. This
public-private partnership enables the creation of practical cybersecurity solutions for specific
industries, as well as for broad, cross-sector technology challenges. Through consortia under
Cooperative Research and Development Agreements (CRADAs), including technology partners—from
Fortune 50 market leaders to smaller companies specializing in information technology security—the
NCCoE applies standards and best practices to develop modular, adaptable example cybersecurity
solutions using commercially available technology. The NCCoE documents these example solutions in
the NIST Special Publication 1800 series, which maps capabilities to the NIST Cybersecurity Framework
and details the steps needed for another entity to re-create the example solution. The NCCoE was
established in 2012 by NIST in partnership with the State of Maryland and Montgomery County,
Maryland.

To learn more about the NCCoE, visit https://www.nccoe.nist.gov/. To learn more about NIST, visit
https://www.nist.gov.

NIST Cybersecurity Practice Guides (Special Publication 1800 series) target specific cybersecurity
challenges in the public and private sectors. They are practical, user-friendly guides that facilitate the
adoption of standards-based approaches to cybersecurity. They show members of the information
security community how to implement example solutions that help them align with relevant standards
and best practices, and provide users with the materials lists, configuration files, and other information
they need to implement a similar approach.

The documents in this series describe example implementations of cybersecurity practices that
businesses and other organizations may voluntarily adopt. These documents do not describe regulations
or mandatory practices, nor do they carry statutory authority.

Medical imaging plays an important role in diagnosing and treating patients. The system that manages
medical images is known as the picture archiving communication system (PACS) and is nearly ubiquitous
in healthcare environments. PACS is defined by the Food and Drug Administration (FDA) as a Class Il
device that “provides one or more capabilities relating to the acceptance, transfer, display, storage, and
digital processing of medical images.” PACS centralizes functions surrounding medical imaging
workflows and serves as an authoritative repository of medical image information.

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS) ii
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PACS fits within a highly complex healthcare delivery organization (HDO) environment that involves
interfacing with a range of interconnected systems. PACS may connect with clinical information systems
and medical devices and engage with HDO-internal and affiliated health professionals. Complexity may
introduce or expose opportunities that allow malicious actors to compromise the confidentiality,
integrity, and availability of a PACS ecosystem.

The NCCoE at NIST analyzed risk factors regarding a PACS ecosystem by using a risk assessment based on
the NIST Risk Management Framework. The NCCoE also leveraged the NIST Cybersecurity Framework
and other relevant standards to identify measures to safeguard the ecosystem. The NCCoE developed an
example implementation that demonstrates how HDOs can use standards-based, commercially available
cybersecurity technologies to better protect a PACS ecosystem. This practice guide helps HDOs
implement current cybersecurity standards and best practices to reduce their cybersecurity risk and
protect patient privacy while maintaining the performance and usability of PACS.

KEYWORDS

access control; auditing; authentication; authorization; behavioral analytics; cloud storage; DICOM; EHR;
electronic health records; encryption; microsegmentation; multifactor authentication; PACS; PAM;
picture archiving and communication system; privileged account management; vendor neutral archive;
VNA

ACKNOWLEDGMENTS

We are grateful to the following individuals for their generous contributions of expertise and time.

Name Organization

Matthew Hyatt Cisco

Kevin McFadden Cisco

Cletis McLean Cisco

Peter Romness Cisco

Deidre Cruit Clearwater Compliance
Mike Nelson DigiCert

Taylor Williams DigiCert

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS) iii



"$2-008T"dS 1SIN/8Z09°0T /840" 10p//:sd1Yy :woly 984eYd JO 9314 3|e|IeAe s| uonealjgnd siy L

Name Organization

Andy Gray Forescout

Katherine Gronberg Forescout

William Canter Hyland

Kevin Dietz Hyland

Joseph Davis Microsoft

Janet Jones Microsoft

Dan Menicucci Microsoft

Mehwish Akram The MITRE Corporation
Steve Edson The MITRE Corporation
Sallie Edwards The MITRE Corporation
Donald Faatz The MITRE Corporation
Harry Perper The MITRE Corporation
David Alfonso Philips Healthcare
Jonathan Bagnall Philips Healthcare
Julian Castro Philips Healthcare
Sukanta Das Philips Healthcare
Jason Dupuis Philips Healthcare
Michael McNeil Philips Healthcare

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS) iv



"$2-008T"dS 1SIN/8Z09°0T /840" 10p//:sd1Yy :woly 984eYd JO 9314 3|e|IeAe s| uonealjgnd siy L

Name Organization

Dwayne Thaele

Philips Healthcare

Steve Kruse Symantec
Derek Peters Symantec
Axel Wirth Symantec
Bill Johnson TDi Technologies

Pam Johnson

TDi Technologies

Robert Armstrong

Tempered Networks

Nicholas Ringborg

Tempered Networks

Randy Esser Tripwire
Onyeka Jones Tripwire
Jim Wachhaus Tripwire

Sandra Osafo

University of Maryland University College

Henrik Holm Virta Labs
Michael Holt Virta Labs
Ben Ransford Virta Labs
Jun Du Zingbox
Damon Mosk-Aoyama Zingbox
David Xiao Zingbox

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS)




"$2-008T"dS 1SIN/8Z09°0T /840" 10p//:sd1Yy :woly 984eYd JO 9314 3|e|IeAe s| uonealjgnd siy L

The Technology Partners/Collaborators who participated in this build submitted their capabilities in
response to a notice in the Federal Register. Respondents with relevant capabilities or product
components were invited to sigh a Cooperative Research and Development Agreement (CRADA) with
NIST, allowing them to participate in a consortium to build this example solution. We worked with:

Technology Partner/Collaborator Build Involvement

Cisco

Cisco Firepower Version 6.3.0
Cisco Stealthwatch Version 7.0.0

Clearwater Compliance

Clearwater Information Risk Management Analysis

DigiCert DigiCert PKI Platform

Forescout Forescout CounterACT 8

Hyland Hyland Acuo Vendor Neutral Archive Version 6.0.4
Hyland NilRead Enterprise Version 4.3.31.98805
Hyland PACSgear Version 4.1.0.64

Microsoft Azure Active Directory (AD)

Azure Key Vault Version

Azure Monitor

Azure Storage

Azure Security Center Version Standard
Azure Private Link

Philips Healthcare

Philips Enterprise Imaging Domain Controller
Philips Enterprise Imaging IntelliSpace PACS
Philips Enterprise Imaging Universal Data Manager

Symantec, a division of Broadcom

Symantec Endpoint Detection and Response (EDR)
Version 4.1.0

Symantec Data Center Security: Server Advanced (DCS:SA)
Version 6.7

Symantec Endpoint Protection (SEP 14) Version 14.2

Symantec Validation and ID Protection Version 9.8.4
Windows
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Medical imaging is a critical component in rendering patient care. The system that provides the
acceptance, transfer, display, storage, and digital processing of medical images is known as a picture
archiving and communication system (PACS) [1] and is nearly ubiquitous in healthcare environments.
The PACS environment serves as the repository to manage these images and accompanying clinical
information within the healthcare delivery organization (HDO). Vendor neutral archive systems (VNAs)
perform archive management functions similar to PACS, and hereafter, this practice guide includes VNAs
when it refers to PACS. PACS fits within a highly complex HDO environment and may interface with a
range of enterprise information technology (IT) systems and healthcare professionals internal and
external to the HDO. This complexity leads to cybersecurity challenges.

To develop practical cybersecurity guidance for securing PACS, we must consider the ecosystem
surrounding PACS, which includes interconnected medical imaging equipment generally described as
modalities. The ecosystem also includes modalities; connected clinical systems such as radiology
information systems (RIS), health information systems (HIS), or the electronic health record (EHR); cloud
storage capabilities; viewer and administration workstations; VNAs; and the PACS itself.

The National Cybersecurity Center of Excellence (NCCoE) at the National Institute of Standards and
Technology (NIST) built a laboratory that emulates a medical imaging environment, performed a risk
assessment, and developed an example implementation that demonstrates how HDOs can use
standards-based, commercially available cybersecurity technologies to better protect a PACS ecosystem.
Any organization that deploys PACS and medical imaging systems can use the example implementation,
which represents one of many possible solutions and architectures, but those organizations should
perform their own risk assessment and implement controls based on their risk posture.

For ease of use, the following paragraphs provide a short description of each section of this volume.

Section 1, Summary, presents the challenge addressed by the NCCoE project, with an in-depth look at
our approach, the architecture, and the security characteristics we used; the solution demonstrated to
address the challenge; benefits of the solution; and the technology partners who participated in
building, demonstrating, and documenting the solution. The Summary also explains how to provide
feedback on this guide.

Section 2, How to Use This Guide, explains how business decision makers, program managers, IT
professionals (e.g., systems administrators), and biomedical engineers might use each volume of the
guide.

Section 3, Approach, offers a detailed treatment of the scope of the project, the risk assessment that
informed platform development, and the technologies and components that industry collaborators gave
us to enable platform development.

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS) 1
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Section 4, Architecture, specifies the components within the PACS ecosystem from business, security,
and infrastructure perspectives and details how data and processes flow throughout the ecosystem. This
section also describes the security capabilities and controls referenced in the NIST Cybersecurity
Framework through tools provided by the project collaborators.

Section 5, Security Characteristic Analysis, provides details about the tools and techniques used to
perform risk assessments pertaining to PACS.

Section 6, Functional Evaluation, summarizes the test sequences employed to demonstrate security
platform services, the NIST Cybersecurity Framework Functions to which each test sequence is relevant,
and the NIST Special Publication (SP) 800-53 Revision 4 controls demonstrated in the example
implementation.

Section 7, Future Build Considerations, is a brief treatment of other applications that NIST might explore
in the future to further protect a PACS ecosystem.

The appendixes provide acronym translations, references, a mapping of the PACS project to the NIST
Cybersecurity Framework, and a list of additional informative security references cited in the
framework. Acronyms used in figures and tables are in the List of Acronyms appendix.

1.1 Challenge

The challenge with PACS is securing disparate, interconnected systems. A medical imaging infrastructure
offers a broad attack surface with equipment that may have varying vulnerabilities, configurations, and
control implementations. Devices deployed in the ecosystem likely come from different vendors and
suppliers, and how one may implement defensive measures can vary based on the nature of the devices
and how they function vis-a-vis patients and other clinical systems. The ecosystem may also include
legacy devices that are potentially more vulnerable to cyber risks. The care provider team (clinicians and
other healthcare professionals) may reside in different departments and may have components hosted
and used across a wide geography. HDOs may leverage cloud storage environments to store and
maintain medical images. Some actors may be external to the HDO, interacting with sensitive
information across the internet.

As threats to the operational environment increase, PACS and other healthcare systems may become
increasingly vulnerable to:

= system disruption, leading to
e inability to render timely diagnosis and treatment
e inability to access the system for standard use, including inability to schedule procedures

= compromise of image data, leading to incorrect diagnosis and treatment

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS) 2
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= compromise of components, allowing malicious actors to use the components as pivot points to
attack other parts of the HDO infrastructure

=  privacy concerns that may lead to
e fraudulent or improper use of data

e patient identity theft

1.2 Solution

This NIST Cybersecurity Practice Guide, Securing Picture Archiving and Communication System (PACS),
shows how biomedical engineers, networking engineers, security engineers, and IT professionals can
help securely configure and deploy PACS within HDOs by using commercially available, open-source
tools and technologies that are consistent with cybersecurity standards.

This practice guide leveraged the NIST Cybersecurity Framework in selecting privacy and cybersecurity
controls. Controls and solutions may be procured, obtained as part of an open-source solution, or
internally developed. While the NCCoE obtained commercially available products for this practice guide,
these do not represent the only methods available to HDOs in meeting control objectives.

The reference architecture features technical and process controls to implement the following solutions:

= adefense-in-depth solution, including network zoning that allows more granular control of
network traffic flows and limits communications capabilities to the minimum necessary to
support business function

= access control mechanisms that include multifactor authentication for care providers,
certificate-based authentication for imaging devices and clinical systems, and mechanisms that
limit vendor remote support to medical imaging components

= a holistic risk management approach that includes medical device asset management
augmenting enterprise security controls. It should also leverage behavioral analytic tools for
near real-time threat and vulnerability management in conjunction with managed security
solution providers

= cloud storage for medical images, which makes images scalable and available for HDOs

1.3 Benefits

The NCCoE’s practice guide to securing PACS in HDOs can help your organization:

= improve resilience in the network infrastructure, including limiting a threat actor’s ability to
leverage components as pivot points to attack other parts of the HDO’s environment

= limit unauthorized movement within the HDO enterprise network to address the potential risk
of an insider threat or malicious actors who gain network access

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS)
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= analyze behavior and detect malware throughout the ecosystem to enable HDOs to determine
when components evidence compromise and to enable those organizations to limit the effects
of a potential threat such as ransomware

= secure sensitive data (e.g., personally identifiable information or protected health information
[PHI]) at rest, in transit, and in cloud environments; enhance patient privacy by limiting
malicious actors’ ability to exfiltrate or expose that data

= consider and address risks of potential cloud solutions to manage an HDO’s medical imaging
infrastructure

This NIST Cybersecurity Practice Guide demonstrates a standards-based reference design and provides
users with the information they need to help secure a medical imaging ecosystem. This practice guide
builds upon the network zoning concept described in NIST SP 1800-8, Securing Wireless Infusion Pumps
in Healthcare Delivery Organizations. As part of the implementation, the project used
microsegmentation, role-based access controls, and behavioral analytics in the lab’s security controls.
This reference design is modular and can be deployed in whole or in part.

This guide contains three volumes:

= NIST SP 1800-24A: Executive Summary

= NIST SP 1800-24B: Approach, Architecture, and Security Characteristics — what we built and why
(you are here)

= NIST SP 1800-24C: How-To Guides — instructions for building the example solution

Depending on your role in your organization, you might use this guide in different ways:

Business decision makers, including chief security and technology officers, will be interested in the
Executive Summary, NIST SP 1800-24A, which describes the following topics:

= challenges that enterprises face in securing PACS
= example solution built at the NCCoE
= benefits of adopting the example solution

Technology or security program managers who are concerned with how to identify, understand, assess,
and mitigate risk will be interested in this part of the guide, NIST SP 1800-24B, which describes what we
did and why. The following sections will be of particular interest:

= Section 3.4, Risk Assessment, provides a description of the risk analysis we performed.

= Section 3.5, Security Control Map, maps the security characteristics of this example solution to
cybersecurity standards and best practices.

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS) 4
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You might share the Executive Summary, NIST SP 1800-24A, with your leadership team members to help
them understand the importance of adopting standards-based, commercially available technologies that
can help secure a PACS ecosystem.

IT professionals who want to implement an approach like this will find the whole practice guide useful.
You can use the how-to portion of the guide, NIST SP 1800-24C, to replicate all or parts of the build
created in our lab. The how-to portion of the guide provides specific product installation, configuration,
and integration instructions for implementing the example solution. We do not re-create the product
manufacturers’ documentation, which is generally widely available. Rather, we show how we
incorporated the products together in our environment to create an example solution.

This guide assumes that IT professionals have experience implementing security products within the
enterprise. While we have used a suite of commercial products to address this challenge, this guide does
not endorse these particular products. Your organization can adopt this solution or one that adheres to
these guidelines in whole, or you can use this guide as a starting point for tailoring and implementing
parts of the NCCoFE’s risk assessment and deployment of a defense-in-depth strategy. Your
organization’s security experts should identify the products that will best integrate with your existing
tools and IT system infrastructure. We hope that you will seek products that are congruent with
applicable standards and best practices. Section 3.6, Technologies, lists the products we used and maps
them to the cybersecurity controls provided by this reference solution.

A NIST Cybersecurity Practice Guide does not describe “the” solution, but a possible solution.
Comments, suggestions, and success stories will improve subsequent versions of this guide. Please
contribute your thoughts to hit nccoe@nist.gov.

2.1 Typographic Conventions

The following table presents typographic conventions used in this volume.

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS) 5
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Typeface/Symbol Meaning Example

Italics file names and path names; For language use and style guidance,
references to documents that | see the NCCoE Style Guide.

are not hyperlinks; new
terms; and placeholders

Bold names of menus, options, Choose File > Edit.
command buttons, and fields
Monospace command-line input, mkdir

onscreen computer output,
sample code examples, and
status codes

Monospace Bold command-line user input service sshd start
contrasted with computer
output
blue text link to other parts of the All publications from NIST’s NCCoE
document, a web URL, or an are available at
email address https://www.nccoe.nist.gov.

An HDO enterprise network environment is complex, with IT infrastructure to handle a range of
functions, including back office billing, supply chain and inventory management, EHRs, and a vast array
of connected medical devices. PACS serves an important function within this already complex
environment through its role in aggregating and centralizing the medical imaging ecosystem while
interfacing with other clinical systems. Specialists involved in the workflow may reside in different
departments, be in different parts of an HDO campus, and be external to the HDO, accessing systems
and images from the internet. This practice guide seeks to help the healthcare community evaluate the
security environment surrounding PACS and medical imaging in a clinical setting.

Throughout the Securing PACS project, we collaborated with our NCCoE Healthcare Community of
Interest and technology and cybersecurity vendors to identify standard medical imaging workflows and
actors, define interactions between actors and systems, and review risk factors. Based on this analysis,
the NCCoE developed an architecture and reference design, identified applicable mitigating security
technologies, and designed an example implementation to help better secure a PACS ecosystem. This
volume provides the approach used to develop the NCCoE reference solution. Elements include risk
assessment and analysis, logical design, build development, test and evaluation, and security control

mapping.

To develop the reference solution, we reviewed known vulnerabilities in PACS, the Digital Imaging and
Communications in Medicine (DICOM) protocol [2], [3], and medical imaging process flow, leveraging
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use cases described by Integrating the Healthcare Enterprise (IHE) [4]. We examined how to design the
architecture and component integration to increase the security of the device.

The practice guide used the systems security engineering (SSE) framework discussed in NIST SP 800-160
Volume 1 [5] to introduce a disciplined, structured, and standards-based set of SSE activities and tasks to
the project. This SSE framework provides the starting point and the forcing function to introduce
engineering-driven actions that lead to more defensible and resilient systems. The SSE framework starts
with and builds upon standards for systems and software engineering, then introduces SSE techniques,
methods, and practices into these standard system engineering processes.

Additionally, this project reviewed NIST SP 800-171 Rev. 1, Protecting Controlled Unclassified
Information in Nonfederal Systems and Organizations [6], as well as NIST SP 800-181 Rev.1, Workforce
Framework for Cybersecurity (NICE Framework) [7], for further guidance. Organizations may refer to
these documents in expanding their safeguarding environment as appropriate. These documents serve
as background for this project, with primary emphasis on the NIST Cybersecurity Framework [8] and the
NIST Risk Management Framework [9].

3.1 Audience

The NCCoE provides this guide for professionals implementing security solutions within an HDO. It may
also be of interest to anyone responsible for securing nonstandard computing devices (i.e., the Internet
of Things [IoT]). More specifically, the NCCoE designed Volume B of this practice guide (NIST SP 1800-
24B) to appeal to a wide range of job functions, including IT operations, storage support engineers,
network engineers, PACS support biomedical engineers, cybersecurity engineers, healthcare technology
management (HTM) professionals, and support staff who are responsible for medical imaging devices,
viewing or administrative workstations, PACS, or VNAs. For cybersecurity or technology decision makers
within HDOs, this volume provides a view into how they can make the medical device environment
more secure, to help improve their enterprise’s security posture and reduce enterprise risk. Additionally,
this volume offers guidance to technical staff on building a more secure medical device network and
instituting compensating controls.

3.2 Scope

The NCCoE project focused on securing the environment of a PACS ecosystem but not on reengineering
medical devices or altering medical imaging processes themselves. This project led to a standards-based
practice guide that applies to the wider healthcare ecosystem. This practice guide describes how the
project secured PACS in a laboratory environment at the NCCoE that replicated parts of a typical HDO
environment. The project considered PACS users internal to the HDO as well as external users and
partners needing access to certain components of the HDO environment.

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS) 7
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3.3 Assumptions

In building this healthcare practice guide, the NCCoE began the project with the following fundamental
assumptions:

= Medical devices will include flaws or weaknesses that may be leveraged as vulnerabilities.
= Patches or fixes for these vulnerabilities may not be available or deployable in a timely fashion.
= QOther components within an HDO’s network may include flaws and vulnerabilities.

= Security controls that one may deploy may themselves include flaws or weaknesses that could
be used to compromise the HDO network.

This practice guide identifies controls that may be appropriate for mitigating risks associated with the
medical imaging ecosystem made up of PACS and VNA. The actual build and example implementation of
this architecture occurred in a lab environment at the NCCoE. Although the lab is based on a clinical
environment, it does not mirror the complexity of an actual hospital network. It is assumed that any
actual clinical environment would represent additional complexity. As a result, in addition to the
assumptions noted above, we also assume implementation of pervasive controls, discussed in more

detail in Appendix C.

3.4 Risk Assessment

NIST SP 800-30 Revision 1, Guide for Conducting Risk Assessments [10], states that risk is “a measure of
the extent to which an entity is threatened by a potential circumstance or event, and typically a function
of: (i) the adverse impacts that would arise if the circumstance or event occurs; and (ii) the likelihood of
occurrence.” The guide further defines risk assessment as “the process of identifying, estimating, and
prioritizing risks to organizational operations (including mission, functions, image, reputation),
organizational assets, individuals, other organizations, and the Nation, resulting from the operation of
an information system. Part of risk management incorporates threat and vulnerability analyses, and
considers mitigations provided by security controls planned or in place.”

The NCCoE recommends that any discussion of risk management, particularly at the enterprise level,
begins with a comprehensive review of NIST SP 800-37 Revision 2, Risk Management Framework for
Information Systems and Organizations [11]—material that is available to the public. The Risk
Management Framework (RMF) [9] guidance, as a whole, proved to be invaluable in giving us a baseline
to assess risks, from which we developed the project, the security characteristics of the build, and this
guide.

In conducting the risk assessment, this document considers threats and risks grouped under
Confidentiality, Integrity, and Availability, commonly referred to as the CIA triad [12].

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS) 8
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3.4.1 Establishing the Risk Context

As we examine risk, we begin by considering the risk context. The ecosystem itself is complex and
presumes different teams of people, varying processes, and different technologies involved in
acquisition, interpretation, and maintenance of medical imaging information. This section presents the
risk context of the Securing PACS Project, which is established around five scenarios that represent
typical processes found in a medical imaging ecosystem [13]. The risk context, which in this practice
guide is within the medical imaging ecosystem logical boundary, defines where to perform a risk
assessment. Risk context of the PACS environment encompasses the physical and logical components of
the medical imaging ecosystem that interconnect with PACS as well as the various stakeholders within
the ecosystem. For the NCCoE PACS lab environment, risk context contains the components listed below
and the system actors of the PACS, which include both human and system actors, as described in
Section 3.4.2.

Figure 3-1 depicts the notional high-level architecture that bounds the PACS and medical imaging
ecosystem [13]. This depiction provides a starting point in understanding the components addressed in
this project. However, this project took a holistic approach in framing the risk context, beyond some of
the technology components. This project leveraged concepts described in NIST SP 800-160 [5] in
defining context for a PACS ecosystem, understanding risk based on context, and selecting appropriate
controls when designing the control environment needed to mitigate that contextual risk. NIST SP 800-
160, Systems Security Engineering [5], identifies concepts of examining system life cycle and
components, performing holistic analysis on both technical and nontechnical processes, to deliver
“trustworthy” systems. Trustworthiness describes a solution whose objective is to provide “adequate
security” related to stakeholders’ concerns. In order to achieve systems security engineering
“trustworthiness” goals, practitioners should consider system life-cycle processes and frame the risk
context based on a process and entity relationship analysis [5].

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS) 9
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Figure 3-1 Notional High-Level Architecture
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The system for this project is broadly identified as the PACS, though practically, it incorporates a set of
processes and other systems that make up a medical imaging ecosystem [13]. For purposes of this
project, and in accordance with NIST SP 800-160 [5], we consider the individual components as “systems
of interest,” noted below:

= workstations used to interact with the medical imaging ecosystem
e viewer workstations residing within the HDO perimeter

e viewer workstations residing external to the HDO perimeter, used by remote care
specialists

e workstations used by clinical staff to access peripheral systems, such as order entry
systems, RIS, HIS, or EHR

= modalities, or medical imaging devices that acquire medical images and forward those to the
PACS, based on orders typically received from the EHR or HIS and following workflows typically
defined by the RIS

= clinical systems that interface with modalities and the PACS environment, supporting medical
imaging processes such as scheduling, annotations, or reporting
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"2-008T"dS’ LSIN/8Z09°0T/840°10p//:s0d11y :wouy 984eyd jo 9344 d|qe|ieAe s uoiedlgnd siyL

= PACS will support interfaces, depicted in Figure 3-1, as “servers.” These interfaces include the
Health Level 7 (HL7) interface that allow clinical systems to interact with the PACS in sharing PHI;
the DICOM interface, which represents a communications and medical imaging standard that
represents a standard method by which medical imaging modalities interoperate with PACS; and
the web server interface, which represents the PACS’ ability to allow clinical interaction with the
PACS to retrieve medical images using hypertext transfer protocol (http) via a standard web
browser.

= arelational database server to manage metadata about the medical images or PACS
administration data

= PACS and vendor neutral archive (VNA) application servers

In addition to the technology components described above and in the PACS Project Description, we
considered other elements, such as stakeholders (system actors) as well as specific business process
flows in which those stakeholders may participate. The processes align with profiles established by
Integrating the Health Enterprise (IHE) [4], which this project leveraged to determine process and data
flows. The four selected profiles translate to the scenarios described below. Based on the PACS Project
Description document, the scenarios of note are Sample Radiology Practice Workflows; Access to
Aggregations and Collections of Different Types of Images; Accessing, Auditing, and Monitoring; Image
Object Change Management; and Remote Access [13].

This practice guide does not examine pervasive risks that an HDO may face but rather focuses on those
risks specific to the medical imaging ecosystem. While this guide suggests specific requirements for
safely and securely hosting PACS, the intent of the guide is not to serve as an omnibus guide for all
facets potentially required to operate a secure HDO infrastructure. This guide addresses measures that
would enhance the security posture for the overall PACS and medical imaging ecosystem, but there may
be elements that HDOs should address beyond the recommendations offered in safeguarding a PACS
and the overall medical imaging ecosystem.

3.4.2 System Actors

This project considered several roles that interact with the PACS and medical imaging system ecosystem.
This project looked at both authorized human and system actors. Human actor roles consist of:

= medical imaging technologists

= clinicians

= clinical systems IT administrators
=  HTM professionals

= |T staff

System actors that interact with the PACS and VNA consist of:

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS) 11



"2-008T"dS’ LSIN/8Z09°0T/840°10p//:s0d11y :wouy 984eyd jo 9344 d|qe|ieAe s uoiedlgnd siyL

= modalities
= RIS and HIS
= EHRs

The system actor list excludes patients. The actions focused on medical images, which include creation
of the image, annotation, storage of the image and annotations, interpretation, and changes to those
images. The project limited radiology information systems and EHR systems actions to order
entry/scheduling procedures and to pointing to images for reading/viewing. The scenarios below note
process flows which describe use case profiles defined by IHE, a body that this project identified as
authoritative in defining standard imaging workflow processes [4].

3.4.3 Use Case Scenarios

This project assessed risk for the five scenarios [13] described below. Considering threats,
vulnerabilities, likelihoods, and impacts on medical imaging operations under these scenarios
contributed to the risks documented in Section 3.4.6.

These scenarios frame the processes wherein we considered introduction of threats. In addition to the
scenario, this document investigates those vulnerabilities, threats, and risks that may be evident based
on a holistic view of the architecture, as described in Section 3.4.4, Section 3.4.5, and Section 3.4.6.
Within that viewpoint, the scenarios excluded several threats that are relevant for consideration. While
this document investigates addressing modality interfaces, it does not examine specific modalities or the
risks potentially associated with them. Modality devices themselves are medical devices that may
include vulnerabilities or opportunity for systems or data compromise, loss of data integrity, or
disruption of service, and HDOs should perform independent risk assessments in addressing those risks.

3.4.3.1 Sample Radiology Practice Workflows

Scenario One, shown in Figure 3-2, starts with registration of a patient who requires an imaging
procedure be performed [13]. For the purposes of this project, the assumption is that the HDO registers
the patient into the EHR, determines the patient has appropriate identifiers to be admitted, and the
patient is able to receive procedures. The scenario follows the process flow that begins at scheduling the
procedure, acquiring the image, and allowing the care team to analyze and diagnose. The assumption is
that all modality devices and clinical staff are on-premise, within the boundaries of the HDO. Systems in
this sample radiology practice workflow convey patient information using the HL7 [14] protocol (e.g.,
patient registration and order entry messages). Medical imaging devices would interact with the
PACS/VNA by using DICOM [2], [3].

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS) 12
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Figure 3-2 Scenario One: Sample Radiology Practice Workflows
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The scenario’s processes are as follows:

=  Patient Registration: The HDO enters a new patient’s information into an HIS. An HIS may also
be referred to as a clinical information system. The function of this process flow is to establish a
patient identity within a hospital where one may not previously exist and then administer the
patient as appropriate.

= Order Entry: Once the HDO establishes a patient identity, a clinician can order a medical imaging
procedure for the patient by using some form of computerized physician order entry system.

= Order Scheduling: Following a submitted order, clinicians may schedule a medical imaging
procedure involving an appropriate medical imaging modality using a RIS.

= Image Acquisition: After a clinician creates an order and scheduling has been performed, a
clinician performs the imaging procedure using the appropriate modality. Acquisition results in
creation of a medical image.

= Image Post-Processing: When the modality creates the medical image, imaging technologists
will examine the image and may record initial annotations. The image and annotations are then
pushed to the PACS.

= |mage Analysis and Reporting: An imaging clinician may use a viewer workstation to examine
the image, analyze, interpret, and diagnose, with subsequent notes pushed to the PACS for
reporting.
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Stakeholders: medical imaging technologists, clinicians (medical imaging specialists), and medical
imaging devices (modalities)

Systems of Interest: order entry, RIS, medical imaging devices, viewer workstations, PACS

Protocols Used: DICOM, web (e.g., hypertext transfer protocol secure [https]), HL7, Host Identity
Protocol (HIP)

3.4.3.2 Image Data Access Across the Enterprise

Scenario Two, as shown in Figure 3-3, examines multiple departments that use disparate imaging
devices for acquisition and may involve multiple PACS [13]. The assumption is that different
departments have separate clinical staff and different medical imaging goals and may use different
means to centralize their medical images. This scenario simulates a hospital, in that radiology is not the
only department that uses medical imaging, nor does the radiology department mandate use of its PACS
to centralize medical images across a hospital. Aggregation and centralized management remain the
goal, but the practice guide describes other components in the ecosystem that enable broader clinical
functionality. While PACS implements central medical image storage, access to images is not permitted
for all clinical staff.

Figure 3-3 Scenario Two: Image Data Access Across the Enterprise

Cardiology

Picture Archiving and o .
Communication Systems (PACS) i @:E Viesge Viewer

Data Storage

i
VNA (“Vendor Neutral Archive™)

In demonstrating that different groups and technologies are involved, this project shows variables as
“_a” or “_b.” This allows us to show the separation between two components that may be similar in
function but are separate, e.g., “component_a” versus “component_b.”
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Stakeholders: medical imaging staff_a, medical imaging staff b, healthcare technology management

professionals, PACS a, PACS_b, VNA

Systems of Interest: image viewer_a, image viewer_b, PACS_a, PACS_b, VNA

3.4.3.3 Accessing, Monitoring, and Audliting

Scenario Three, as shown in Figure 3-4, examines the infrastructure required for access control, which
includes identity management and authentication for actors who interact with the PACS and VNA
environments, as well as logging, auditing, and monitoring actions with the stored information [13]. The
scenario considers those actions where individuals or devices retrieve and view information (Read
actions) and introduce new information (Write actions), as well as when individuals or devices modify
stored information (Change actions).

Figure 3-4 Scenario Three: Accessing, Monitoring, and Auditing
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This project established identities for users (humans who interact with the system), as well as for
devices and systems. This scenario assumed that individuals have been appropriately identity-proofed
and are provisioned accounts with which they may access and use viewer applications. Given that this
project provisioned identities and accounts for both human and machine actors, all interactions require
authentication. Authentication may involve exchange of passwords, passcodes, biometrics, or
cryptographic keys to validate the actor. A log file recorded all transactions, including authentication
attempts.

This scenario examines clinical use system interaction and does not address privileged user access.
Controls to manage privileged access are discussed in Section 4.1.5.1.1, Privileged Access Management.

Stakeholders: medical imaging staff, medical devices, PACS, VNA
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Systems of Interest: directory servers, user account systems, digital certificate servers

Protocols: public key infrastructure (PKI) (associated protocols such as Certificate Management Protocol,
http, https), domain name system (DNS), Active Directory

3.4.3.4 Imaging Object Change Management

Scenario 4, as shown in Figure 3-5, supports the changes that include (1) object rejection due to quality
or patient safety reasons, (2) correction of incorrect modality worklist entry selection, and (3) expiration
of objects due to data retention requirements [13]. This diagram depicts the change request process.
The scenario considers those actions when an authorized healthcare professional, upon review of the
image, determines that errors or qualitative defects found in an image may lead to an inappropriate
conclusion.

Figure 3-5 Scenario Four: Imaging Object Change Management
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Stakeholders: medical imaging clinicians

Systems of Interest: PACS, VNA

Protocols: HL7, http, https

3.4.3.5 Remote Access

Scenario 5, depicted in Figure 3-6, supports external parties who may need access to the PACS
ecosystem. The scenario provides a pathway for IT vendors to provide remote systems support as well
as for third-party clinical participants to interact with the PACS. IT vendors may consist of clinical
systems support staff who may need to help maintain the PACS or VNA system. Third-party clinical
participants may consist of medical imaging specialists or teleradiology specialists who may need to
review medical images acquired at the HDO.
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Figure 3-6 Scenario Five: Remote Access
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Stakeholders: medical imaging specialists, IT/HTM professionals, teleradiology specialists

Systems of Interest: PACS, VNA

3.4.4 Threats

From NIST SP 800-30 Revision 1, “[a] threat is any circumstance or event with the potential to adversely
impact organizational operations and assets, individuals, other organizations, or the Nation through an
information system via unauthorized access, destruction, disclosure, or modification of information,
and/or denial of service” [10].

In layman’s terms, threats are adverse events that may occur. Threat actors may take actions to
leverage vulnerabilities (described in the subsection below). Actions may include compromising
credentials and accessing, removing, or changing data or making systems not available for legitimate
use. The result of threats is risks [10]. Table 3-1 enumerates threats considered within this practice
guide.
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Table 3-1 Threats

Threat Event

C Abuse of credentials
or insider threat

Description

Aberrant behavior from an individual who may
have legitimate access to the system; however,
they may leverage granted privileges for
unintended purposes.

Unmitigated

Likelihood
High

C Credential
compromise

Malicious actor obtains the means to use
credentials provisioned for others. Credentials
may involve other users or those used by
systems for process or data handling.

High

C Data exfiltration

Removal of data to an unintended destination.
Exfiltration may represent the unauthorized
movement of data from one system to
uncontrolled physical storage media or may
represent movement to uncontrolled virtual
destinations such as volatile memory, or to
unknown storage such as cloud-hosted or virtual
destinations.

High

I Disruption of data in
transit

Distortion or alteration of data in transit that
results in potentially invalid information. The
attack type seeks to distort or alter data in mid-
communication stream. Received data may be
unintelligible or otherwise unreadable when it
arrives at the destination.

Moderate

| Data alteration

Unauthorized changes to the content of the data.

Clinicians may not detect altered information
and misinterpret the image. The attack type
seeks to make changes when data are in an at-
rest state.

Moderate

I Time
synchronization

System components may rely on synchronizing
internal clocks to ensure network session and
data integrity. Attacks may seek to alter time
stamping or ability for systems to synchronize
with an authoritative time source.

Moderate

I Introduction of
malicious software

Introduction of foreign, unauthorized code into a
system. Malicious software deployments may
affect servers or workstations or both.

High

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS)
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Threat Event

Unmitigated
Likelihood

Description

Server components: Server components may run
unauthorized code.

Workstations: Workstations connected to the
PACS ecosystem may run unauthorized code.

I Unintended use of
service

Operating systems may consist of services or High
processes used to support a system’s

functionality; individuals with access to the
system may perform unintended functions.

A Data storage
disruption

Physical media or file space disruption evidenced | High
by prolonged read/write access times or by
corrupted data, thereby causing unavailability of
service.

A Network disruption

Network disruption attacks may take the form of | High
several different approaches. Below are some
disruption approaches that this practice guide
examines:

Denial of service (DoS) or packet flooding:
Introduction of above-normal network traffic
that saturates network infrastructure
components’ ability to deliver network
communication appropriately

Routing: inefficient network traffic flow

DNS or name resolution: Networked hosts are
associated with “friendly names” to facilitate
interaction; however, name resolution to
internet protocol (IP) addressing may be
disrupted to make host discovery difficult.
Similar or soundalike host and domain names
may be introduced to compound confusion.

ARP: Address Resolution Protocol (ARP) is a
localized means by which hosts resolve IP
addresses to media access control (MAC)
addresses stored in host tables. Corruption of
ARP tables may result in misdirected network
traffic or in legitimate devices being unable to
connect to the network.

A Backup/recovery

disruption

Measures that organizations use as a fail-over or | High
recovery from a prolonged outage may be
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C/1/A  Threat Event

Description

compromised, e.g., through introduction of
malicious software to backup storage media,
inability to read and restore from backup media,
or introduction of a supply chain compromise
(per above) at a third-party recovery site. High
availability or replication scenarios may also be
prone to network disruption.

Unmitigated
Likelihood

A Supply chain
compromise

System components may be sourced from
multiple vendors and may allow introduction of
malicious software (noted above).

High

3.4.5 \Vulnerabilities

Table 3-2 lists identified vulnerabilities that aggregate vulnerabilities identified in NIST SP 800-30
Revision 1 [10]. As noted in the document, a vulnerability is a deficiency or weakness that a threat
source may exploit, resulting in a threat event. The document further describes that vulnerabilities may
exist in a broader context, such as in organizational governance structures, external relationships, and
mission/business processes. The following table enumerates those vulnerabilities using a holistic
approach and represents those vulnerabilities that this project identified and for which it offers
guidance. For further description, reference NIST SP 800-30 Revision 1 [10].

Table 3-2 Vulnerabilities

Vulnerability

Vulnerability

Pervasiveness
of

5 inti Severity Predisposing Condition Predisposing
escription (Qualitative) Condition
(Qualitative)
Weak or no system | Moderate Workforce may not be aware or may not High
use training have received training on appropriate use
or configuration of the system. Users may
not have sufficient awareness of action
consequences.
Weak or no High Workforce may not be aware of Moderate

security training

procedures on how to report anomalies.
Security teams may not have sufficient
training on how to investigate or may not
have procedures to address security
incidents.

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS)

20



"$2-008T"dS 1SIN/8Z09°0T /840" 10p//:sd1Yy :woly 984eYd JO 9314 3|e|IeAe s| uonealjgnd siy L

Vulnerability

Description

Vulnerability
Severity
(Qualitative)

Predisposing Condition

Pervasiveness
of
Predisposing
Condition
(Qualitative)

Deficient supply High Organizations may not be aware of third- | High
chain security party practices or downstream suppliers
controls who may implement technology into the

healthcare organization’s environment.
Deficient High Privileged users may have extended High
separation of responsibility to ensure system
duties operations. “Super user” identities may

allow escalated access to systems, data,

and logging features.
Weak or no High Organizations may have deficient identity | Moderate
identity proofing or review processes.
management
Weak or no Very High Trivial forms of authentication or using Very High
authentication credentials with no authentication
controls requirement. Also found in this category is

the use of default credentials that tend to

be generally discoverable.
Permissive Very High Credentials may be established without Very High
privilege examining the minimum necessary to

perform the required function. As a result,

credentials may exist with access to

perform actions outside the work scope.

Note that permissive privilege may extend

to system services whereby services may

run as “root” or “administrator,” granting

that credential the ability to perform

inappropriate actions.
Out-of-date or High Operating systems, other third-party Very High
unmanaged software, and the PACS application itself
services include a variety of services, allowing

appropriate functionality. Over time,

flaws, in the form of bugs (coding errors)

or the use of libraries or binaries

determined to have security

weakness(es), may be discovered and
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Vulnerability

Description

Vulnerability
Severity
(Qualitative)

Predisposing Condition

Pervasiveness
of
Predisposing
Condition
(Qualitative)

subsequently addressed, resulting in
patches or updates. Systems that do not
apply those patches and updates may
operate with out-of-date services.
Deficient Very High Organizations may have deficient Very High
vulnerability application and operating system
management vulnerability scanning and monitoring
practices. Flaws or deficiencies may exist
in software elements associated with the
overall medical imaging system.
Deficient data High Unauthorized individuals may be able to High
protection read, modify, delete, or exfiltrate sensitive
data.
Deficient logging High System interactions may not be captured | High
and monitoring or retained sufficiently for review. Logs,
when tracked, may not be reviewed for
anomalies on a timely or consistent basis.
Deficient time Moderate Systems may operate on individual High
synchronization internal clocks and may track transactions
independently.
Permissive network | High Configuration may permit unauthorized Very High
boundaries network traffic to access sensitive assets.
Lack of network Very High Components may operate on the same Very High
segmentation network or have implied trust with other
components.
Lack of network High Network sessions may not be secured. High
session security
Deficient certificate | High Organizations using certificates to High
management safeguard network sessions (e.g., secure
sockets layer [SSL]/Transport Layer
Security [TLS] certificates) may allow no
certificate, expired certificates, or
inappropriate certificates.
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Pervasiveness

o Vulnerability of

Vulnerability . . . . . .
5 inti Severity Predisposing Condition Predisposing

escription (Qualitative) Condition

(Qualitative)

Misconfigured High Organizations may have misconfigured High
network network routing or switch settings.
Misconfigured High Medical image storage demands are Moderate
storage media great, and organizations may have

misconfigured storage arrays.

Recovery/restore Very High Organizations may not have created or High
procedures not tested recovery procedures.

tested or not

performed

The vulnerabilities in the table above represent types of known vulnerabilities, that is, based on
vulnerabilities experienced in existing systems and networks.

3.4.6 Risk

NIST SP 800-30 Revision 1, Guide for Conducting Risk Assessments, defines risk as “a measure of the
extent to which an entity is threatened by a potential circumstance or event, and typically a function of:
(i) the adverse impacts that would arise if the circumstance or event occurs; and (ii) the likelihood of
occurrence” [10]. Risk is the adverse impact; that is, risk is the result when a threat (attack) successfully
leverages one or more vulnerabilities. As organizations consider risk, they should note that risk is not
discrete; that is, a successful attack may involve multiple threats or take advantage of a combination of
vulnerabilities. Also, when an organization suffers from an attack campaign, the organization may realize
multiple adverse outcomes.

Ransomware or a DoS attack, for example, could adversely impact an HDO by compromising the
availability of systems and preventing the HDO from treating patients. This practice guide, however,
considers controls and practices that may be appropriate in mitigating or responding to threats affecting
confidentiality, integrity, and availability holistically.

Another risk noted below is systemic disruption. Systemic disruption may affect availability and integrity
of systems or data. An attacker may compromise the targeted system’s operations, or the attacker may
use the targeted system as a platform from which to conduct further attacks across an HDO’s network.
Systemic disruption prevents the HDO from treating patients by either making systems inoperative or
altering patient data when malware is introduced. This practice guide also considers the specific case of
when targeted systems are compromised and used to attack other components within the enterprise.
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Table 3-3 is a list of unmitigated risks applicable to the PACS lab environment, based on the examples of
threat types (Section 3.4.4) and vulnerabilities (Section 3.4.5). These risks are offered in terms relating to
the healthcare environment, and similar risks can be expected in a typical healthcare environment. Note

that the likelihood of threats and vulnerabilities would be based on having implemented effective

controls, which would also affect the level of risk determined.

Table 3-3 Risk

C/I/A Risk Description Risk Level ‘

C Fraudulent use of Should unauthorized individuals retrieve PHI that High
health-related includes health insurance information, those actors
information may be able to submit fraudulent claims and

receive reimbursement from a payer for services
not rendered to the patient.

C Identity theft and Individuals may receive exfiltrated data to commit High
fraudulent use of PHI | identity theft in obtaining healthcare. Fraudulent

individuals may receive health services leveraging a
victim patient’s information and, as a result,
introduce false information into a victim patient’s
medical history. This may result in a patient safety
concern in that treatments performed for the
fraudulent individual would be captured in the
victim patient’s history, potentially leading to
future inaccurate diagnoses when that patient
seeks legitimate care.

I Patient misdiagnosed | Unauthorized imaging data alteration compromises | High
based on data integrity resulting in patient safety risk. Should
interpretations made | an individual make an unauthorized image
from unauthorized alteration, care providers may make inaccurate
changes to medical diagnoses and therefore delay appropriate
images treatment.

A Patient diagnoses Patients may have conditions that require timely High
disrupted, leading to | and accurate diagnosis to achieve optimum
patient safety mortality rates. Communications disruptions that
concerns corrupt or deny data may adversely affect this so

that care teams are not able to make a timely
diagnosis, and patients may have to repeat imaging
processes.

A Process disruption PACS or other systems within the ecosystem may High
due to malware succumb to ransomware or other forms of

malware, rendering those systems and associated
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C/I/A Risk Description Risk Level

data unavailable. Ransomware may cause complete
system unavailability, while other forms of
malware may delay processing capability or
introduce data integrity risk. As a result, the HDO
may not be able to treat patients appropriately or
make diagnoses. Delays may result in patient safety

concerns.
A Systemic disruption Unauthorized individuals may compromise High
due to component components within the PACS ecosystem and use
compromise compromised components as pivot points to attack

other parts of the HDO network. This may result in
delays in patient care.

The project identified the risks above as requirements that the lab environment should address.
Organizations should note that the tables offered here are samples and notionally representative.
Characterizing threats, vulnerabilities, and risk is contextual. HDOs with different security deficiencies or
unique threat situations in their systems and network environments may find their categorization to be
different from what this practice guide describes. HDOs need to consider their unique profile when
categorizing vulnerabilities, threats, and risk. This project identified these risk elements and scored them
accordingly, based on the assessment performed on the lab environment.

3.5 Security Control Map

As the project considered PACS ecosystem risks, the team performed a mapping to the NIST
Cybersecurity Framework [8], establishing an initial set of appropriate control functions, categories, and
subcategories, demonstrating how selected Cybersecurity Framework subcategories map to controls in
NIST SP 800-53 Revision 4 [15]. The table also lists sector-specific standards and best practices from
other standards bodies (e.g., the International Electrotechnical Commission [IEC], International
Organization for Standardization [ISO]), as well as from the Health Insurance Portability and
Accountability Act (HIPAA) [16], [17], [18]. The security control map, shown in Table 3-4, identifies a
comprehensive set of controls, including those specifically implemented in the lab build-out, as well as
the pervasive set of controls as described in Appendix C that HDOs should deploy.
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Table 3-4 Security Characteristics and Controls Mapping—NIST Cybersecurity Framework

NIST Cybersecurity Framework v1.1

Function

IDENTIFY
)

Category

Asset
Management
(ID.AM)

Sector-Specific Standards and Best Practices

NIST SP
Subcategory 800-53 IzE-; TR 80001- HIPAA Security Rule ISO/IEC 27001
Revision 4
45 C.F.R. §§
164.308(a)(1)(ii)(A)
ID.AM-1: Physical devices and CM-8 164.308(a)(4)(ii)(A) AS811
systems within the organization PM-S N/A 164.308(a)(7)(ii)(E) A.8.1.2
are inventoried. 164.308(b) o
164.310(d)
164.310(d)(2)(iii)
45 C.F.R. §§
164.308(a)(1)(ii)(A)
ID.AM-2: Software platforms and CM-8 164.308(a)(4)(ii)(A) A8.1.1
applications within the PM-5 N/A 164.308(a)(7)(ii)(E) A8.1.2
organization are inventoried. 164.308(b) A125.1
164.310(d)
164.310(d)(2)(iii)
ACA 45C.F.R. §§
ID.AM-3: Organizational CA3 164.308(a)(1)(ii)(A) A13.2.1
communication and data flows SGUD 164.308(a)(3)(ii)(A) T
CA-9 A.13.2.2
are mapped. PL-8 164.308(a)(8)
164.310(d)
45 C.F.R. §§
164.308(a)(1)(ii)(A)
) . . 164.308(a)(4)(ii)(A)
'53;/:2:'7;2'afztgsjlo'g”:‘;g.“at'on 2:_';0 RDMP 164.308(a)(7)(ii)(E) A11.2.6
164.308(b)
164.310(d)

164.310(d)(2)(iii)
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NIST Cybersecurity Framework v1.1

Function

Sector-Specific Standards and Best Practices

to determine risk. PM-16

164.308(a)(7)(ii)(D)
164.308(a)(7)(ii)(E)
164.316(a)

NIST SP
Category Subcategory 800-53 IZE_E TR 80001- HIPAA Security Rule ISO/IEC 27001
Revision 4
ID.AM-5: Resources (e.g.,
hardware, devices, data, time, CP-2
personnel, and software) are RA-2 45 C.F.R. §§
prioritized based on their SA-14 SGUD 164.308(a)(7)(ii)(E) A821
classification, criticality, and SC-6
business value.
CA-2
Eﬁ:; 45 C.F.R. §§
RA-3 164.308(a)(1)(i)
ID.RA-1: Asset vulnerabilities are RA-5 MLDP 164'308(3)(1)(!!)(A) A.12.6.1
identified and documented SA-5 RDMP 164.308(a)(1)(ii)(B) A.18.2.3
’ SA-11 SGUD 164.308(a)(7)(ii)(E) T
512 164.308(a)(8)
Sl-4 164.310(a)(1)
SI-5
Risk 45 C.F.R. §§ .
RA-2 164.308(a)(1)(i)
Assessment . . "
ID.RA-4: Potential business RA-3 164.308(a)(1)(ii)(A)
(ID.RA) ) L DTBK . A.16.1.6
impacts and likelihoods are SA-14 SGUD 164.308(a)(1)(ii)(B) Clause 6.1.2
identified. PM-9 164.308(a)(6) o
PM-11 164.308(a)(7)(ii)(E)
164.308(a)(8)
45 C.F.R. §§
164.308(a)(1)(ii)(A)
ID.RA-5: Threats, vulnerabilities, RA-2 164.308(a)(1)(ii)(B)
likelihoods, and impacts are used | RA-3 SGUD 164.308(a)(1)(ii)(D) A12.6.1
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NIST Cybersecurity Framework v1.1

Function

Sector-Specific Standards and Best Practices

PROTECT
(PR)

NIST SP
Category Subcategory 800-53 IZE; TR 80001- HIPAA Security Rule ISO/IEC 27001
Revision 4
45 C.F.R. §§
ID.RA-6: Risk responses are DTBK 164.308(a)(1)(ii)(B) Clause 6.1.3
identified and prioritized. PM-9 SGUD 164.314(a)(2)(i)(C) o
164.314(b)(2)(iv)
AC-1
AC-2
IA-1
IA-2 45 C.F.R. §§ 22;;
PR.AC-1: Identities and IA-3 ALOF 164.308(a)(3)(ii)(B) £ 923
credentials are issued, managed, IA-4 AUTH 164.308(a)(3)(ii)(C) A.9.2.4
verified, revoked, and audited for | IA-5 EMRG 164.308(a)(4)(i) A'9‘2'6
authorized devices, users, and IA-6 NAUT 164.308(a)(4)(ii)(B) A'9‘3'1
processes. IA-7 PAUT 164.308(a)(4)(ii)(C) A.9‘4.2
IA-8 164.312(a)(2)(i) " 943
1A-9
Identity 1A-10
Management 1A-11
and Access
Control (PR.AC) Al1111
A.11.1.2
SCER S8 Ty
PE-3 164.308(a)(1)(ii)(B) A11.15
PR.AC-2: Physical access to assets | PE-4 PLOK 164'308(6‘)(7)(!? A11.1.6
. TXCF 164.308(a)(7)(ii)(A)
is managed and protected. PE-5 Al11.2.1
PE-6 TXIG 164.310(a)(1) . A11.2.3
PE-8 164.310(a)(2)(i) A11.2.5
164.310(a)(2)(ii) A11.2.6
A.11.2.7
A.11.2.8
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NIST Cybersecurity Framework v1.1

Function

Category

Sector-Specific Standards and Best Practices

NIST SP
Subcategory 800-53 IzE_g TR 80001- HIPAA Security Rule ISO/IEC 27001
Revision 4
45 C.F.R. §§
QIL-JC'JFFH 164.308(a)(4)(i) A6.2.1
. . AC-17 164.308(b)(1) A.6.2.2
rPn':/:aC ZaRemOte access s AC-19 E;URPG 164.308(b)(3) A11.2.6
ged. AC-20 AT 164.310(b) A13.1.1
SC-15 PAUT 164.312(e)(1) A13.2.1
164.312(e)(2)(ii)
AC-1
45 C.F.R. §§
PR.AC-4: Access permissions and AC-2 ALOF 164.308(a)(3) A6.1.2
N AC-3 AUTH A9.1.2
authorizations are managed, 164.308(a)(4)
. . . AC-5 CNFS A.9.2.3
incorporating the principles of 164.310(a)(2)(iii)
. . AC-6 EMRG A9.4.1
least privilege and separation of 164.310(b)
. AC-14 NAUT A9.4.4
duties. AC-16 PAUT 164.312(a)(1) A945
AC-24 164.312(a)(2)(i)
45 C.F.R. §§
PR.AC-5: Network integrity is 164.308(a)(4)1ii)(B) A13.1.1
rotected (e.g., network AC-4 MLDP 164.310(a)(1) A.13.1.3
fe e ion 'ﬁ;twork AC-10 NAUT 164.310(b) A13.2.1
segmgntatién) SC-7 164.312(a)(1) A14.1.2
§ ' 164.312(b) A14.13
164.312(c)
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NIST Cybersecurity Framework v1.1

Function Category

Sector-Specific Standards and Best Practices

164.314(b)(2)(i)

NIST SP
Subcategory 800-53 IzE_g TR 80001- HIPAA Security Rule ISO/IEC 27001
Revision 4
PR.AC-7: Users, devices, fand ALOF A921
other assets are authenticated AC-14
(e.g., single-factor, multi-factor) IA-1 AUTH A9.2.4
car%\.;nengsurate wi:ch the risk of IA-2 CSUP 45CFR.§ A9.3.1
. e , EMRG 164.308(a)(4) A.9.4.2
the transaction (e.g., individuals I1A-3
. . . NAUT A.9.4.3
security and privacy risks and IA-4 PAUT A18.1.4
other organizational risks). IA-5 R
1A-8
1A-9
IA-10
1A-11
45 C.F.R. §§
:\%;JP 164.308(a)(1)(ii)(D)
) . MP-8 164.308(b)(1)
Pfélt)esctlé dData at-restis sc-12 2'::; 164.310(d) A8.23
P : 5C-28 orck 164.312(a)(1)
TXCF 164.312(a)(2)(iii)
164.312(a)(2)(iv)
Data Security
(PR.DS) FR.
45 CFR. 8§ A.8.2.3
IGAU 164.308(b)(1) A13.11
. - sC-8 NAUT 164.308(b)(2) o
PrRC.)ItDeSCtZédData in-transit is sC-11 STCF 164.312(e)(1) ﬁi:;;
P : SC-12 TXCF 164.312(e)(2)(i) A14.10
TXIG 164.312(e)(2)(ii) A1413
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NIST Cybersecurity Framework v1.1

Function

Category Subcategory

PR.DS-5: Protections against data
leaks are implemented.

NIST SP
800-53
Revision 4

PS-3
PS-6
SC-7
SC-8
SC-13
SC-31
Sl-4

Sector-Specific Standards and Best Practices

IEC TR 80001-
2-2

HIPAA Security Rule

ISO/IEC 27001

AUTH
IGAU
MLDP
PLOK
STCF
TXCF
TXIG

45 C.F.R. §§
164.308(a)(1)(ii)(D)
164.308(a)(3)
164.308(a)(4)
164.310(b)
164.310(c)
164.312(a)

A6.1.2
A7.11
A7.1.2
A731
A8.2.2
A8.2.3
AS.11
AS.1.2
A9.23
AS.4.1
AS.4.4
A9.45
A.10.1.1
All11.4
A11.1.5
Al1.21
Al13.1.1
A13.13
A13.2.1
A13.2.3
A13.24
A14.1.2
A14.1.3

PR.DS-6: Integrity-checking
mechanisms are used to verify
software, firmware, and
information integrity.

SC-16
SI-7

IGAU
MLDP

45 C.F.R. §§
164.308(a)(1)(ii)(D)
164.312(b)
164.312(c)(1)
164.312(c)(2)
164.312(e)(2)(i)

Al12.2.1
A125.1
A14.1.2
A14.1.3
Al4.2.4
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NIST Cybersecurity Framework v1.1

Function Category

Information
Protection
Processes and
Procedures
(PR.IP)

Sector-Specific Standards and Best Practices

NIST SP
Subcategory 800-53 IzE_g TR 80001- HIPAA Security Rule ISO/IEC 27001
Revision 4
. ) . CM-2
oAb onfewaion | Gy
industrial control s sterr%:is cM-4 CNFS 45CF.R. 58 A12.5.1
. maint;'ine ) cM-5 CcSuP 164.308(a)(8) A.12.6.2
incorporating securit ’rinci les CM-6 DTBK 164.308(a)(7)(i) A14.2.2
e ionce ioﬂeasz princip cM-7 NAUT 164.308(a)(7)(ii) A.14.2.3
fufc':cionalitp) cM-9 Al4.24
vl SA-10
A.12.1.2
45 C.F.R. §§ A.12.5.1
PR.IP-3: Configuration change cM-3 CNFS 164.308(a)(8) A.12.6.2
. CM-4 CSUP .

control processes are in place. SA-10 DTBK 164.308(a)(7)(i) A14.2.2
164.308(a)(7)(ii) A14.2.3
A.14.2.4
164.308(a)(7)(ii)(A) A123.1

PR.IP-4: Backups of information CP-4 164.308(a)(7)(ii)(B) o
_ DTBK . A.17.1.2
are conducted, maintained, and CP-6 PLOK 164.308(a)(7)(ii)(D) A1713
tested. CP-9 164.310(a)(2)(i) A'18'1'3

164.310(d)(2)(iv) T

A.8.2.3

_ . 45 C.F.R. §§

:fc':;';'n Zizalo'iﬁ:jtroyed MP-6 DIDT 164.310(d)(2) (i) 2‘2'3‘;

164.310(d)(2)(ii) A1127
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NIST Cybersecurity Framework v1.1

Sector-Specific Standards and Best Practices

NIST SP
Function Category Subcategory 800-53 IzE_g TR 80001- HIPAA Security Rule ISO/IEC 27001
Revision 4
PR.IP-9: Response plans (Incident 45 C.F.R. §§
Response and Business CP-12 164.308(a)(6) A.16.1.1
Continuity) and recovery plans CP-13 DTBK 164.308(a)(6)(i) Al17.1.1
(Incident Recovery and Disaster IR-7 SGUD 164.308(a)(7) A17.1.2
Recovery) are in place and IR-8 164.310(a)(2)(i) A17.1.3
managed. IR-9 164.312(a)(2)(ii)
PE-17
cP-4
PR.IP-10: Response and recovery IR-3 DTBK 45 C.F.R. §§ A17.13
plans are tested. PM-14 SGUD 164.308(a)(7)(ii)(D)
45 C.F.R. §§
. 164.308(a)(1)(i) A12.4.1
LT o e oo | A242
imolemented. and reviewed in AU Family AUDT 164.308(a)(5)(ii)(B) A12.43
acfor e 164.308(a)(5)(ii)(C) A12.4.4
, poticy. 164.308(a)(2) A12.7.1
Protective 164.308(a)(3)(ii)(A)
Technology
(PR.PT) 45 C.F.R. §§
PR.PT-3: The principle of least 164.308(a)(3)
functionality is incorporated b AC-3 AUTH 164.308(a)(4)
configurin Z stems ":o rovidey CMm-7 CNFS 164.310(a)(2)(iii) A9.1.2
onl gsseng’ciaTca abiIitizs SAHD 164.310(b)
¥ P : 164.310(c)

164.312(a)(1)
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NIST Cybersecurity Framework v1.1

Sector-Specific Standards and Best Practices

NIST SP
Function Category Subcategory 800-53 IZE; TR 80001- HIPAA Security Rule ISO/IEC 27001
Revision 4
45 C.F.R. §§
AUTH ..
PR.PT-4: Communications and 5C-23 MLDP 164.308(a)(1)(ii)(D) A13.1.1
control networks are protected. 5C-24 PAUT 164.312(a)(1) Al3.2.1
SC-25 SAHD 164.312(b) A.14.1.3
SC-29 164.312(e)
SC-32
SC-36
SC-37
SC-38
SC-39
SC-40
SC-41
SC-43
DE.AE-1: A baseline of network AC-4 Al121.1
DETECT Anomalies and | operations and expected data CA-3 CNFS 45 CFR. 85 . A12.1.2
) CSUP 164.308(a)(1)(ii)(D)
(DE) Events (DE.AE) | flows for users and systems is CM-2 MLDP 164.312(b) A.13.1.1
established and managed. Sl-4 ’ A.13.1.2
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NIST Cybersecurity Framework v1.1

Sector-Specific Standards and Best Practices

NIST SP
Function Category Subcategory 800-53 IzE_g TR 80001- HIPAA Security Rule ISO/IEC 27001
Revision 4
45 C.F.R. §§
AU-6 164.308(a)(1)(i)
DE.AE-2: Detected events are CA-7 AUDT 164.308(a)(1)(ii)(D) Al124.1
analyzed to understand attack IR-4 MLDP 164.308(a)(5)(ii)(B) A.16.1.1
targets and methods. S1-a 164.308(a)(5)(ii)(C) A.16.1.4
164.308(6)(i)
164.308(a)(6)(i)
45 C.F.R. §§
’é:_‘: 164.308(a)(1)(ii)(D)
DE.AE-3: Event data are collected IR-4 AUDT 164.308(a)(5)(ii)(B) A12.41
and correlated from multiple RS MLDP 164.308(a)(5)(ii)(C) A.16.1.7
sources and sensors. IR-8 SGUD 164.308(a)(6)(ii) R
sia 164.308(a)(8)
164.310(d)(2)(iii)
45 C.F.R. §§
164.308(a)(1)(i)
o IR-4 DTBK 164.308(a)(1)(ii)(D)
aDi’Ziti b:g‘;gg"t alert thresholds | | o MLDP 164.308(a)(5)(ii)(B) A.16.1.4
IR-8 SGUD 164.308(a)(5)(ii)(C)
164.308(6)(i)
164.308(a)(6)(i)
AC-2 45 C.F.R. §§
Security AU-12 AUDT 164.308(a)(1)(i)
Continuous DE.CM-1: The network is CA-7 CNFS 164.308(a)(1)(ii)(D)
Monitoring monitored to detect potential CM-3 CSsup 164.308(a)(5)(ii)(B) N/A
(DE.CM) cybersecurity events. SC-5 MLDP 164.308(a)(5)(ii)(C)
SC-7 NAUT 164.308(a)(2)
Sl-4 164.308(a)(3)(ii)(A)
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NIST Cybersecurity Framework v1.1

Function

Sector-Specific Standards and Best Practices

RESPOND

(RS)

NIST SP
Category Subcategory 800-53 IzE_g TR 80001- HIPAA Security Rule ISO/IEC 27001
Revision 4
45 C.F.R. §§
25'_212 164.308(a)(1)(ii)(D)
DE.CM-3: Personnel activity is AU-13 AUDT 164.308(a)(3)(ii)(A) A12.4.1
monitored to detect potential CA-7 EMRG 164.308(a)(5)(ii)(C) A‘12.4'3
cybersecurity events. PAUT 164.312(a)(2)(i) R
CM-10
M1 164.312(b)
164.312(d)
g . 45 C.F.R. §§
Est'ng:é' Malicious code is 2:: :\(A;fgp 164.308(a)(1)(ii)(D) A12.2.1
: 164.308(a)(5)(ii)(B)
22:712 45 C.F.R. §8
, L 164.308(a)(1)(ii)(D)
Eﬁéin;'izzn'te?g:fnf;r gm: AUDT 164.308(a)(5)(ii)(B) A12.4.1
connections dpevices an,d PE-3 PAUT 164.308(a)(5)(ii)(C) Al4.2.7
software is ’erforme’d PE-6 PLOK 164.310(a)(1) Al5.21
P ‘ e 164.310(a)(2)(ii)
Sl-a 164.310(a)(2)(iii)
_ " 45 C.F.R. §§
D:;](“Zoh:lr;sé(;/ulnerablhty scans are RA-S ::/:_IE)DKP 164.308(a)(1)(i) A12.6.1
P ' 164.308(a)(8)
45 C.F.R. §§
164.308(a)(6)(ii)
Response RS.RP-1: Response plan is CP-2 DTBK 164'308(3)(7)(9
. . CP-10 164.308(a)(7)(ii)(A)
Planning executed during or after an MLDP . A.16.1.5
(RS.RP) avent IR-4 SGUD 164.308(a)(7)(ii)(B)
: ' IR-8 164.308(a)(7)(ii)(C)
164.310(a)(2)(i)
164.312(a)(2)(ii)
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NIST Cybersecurity Framework v1.1

Function Category

RECOVER
(RC)

Recovery
Planning
(RC.RP)

Subcategory

RC.RP-1: Recovery plan is
executed during or after a
cybersecurity incident.

Sector-Specific Standards and Best Practices

NIST SP

800-53 IZE_E TR 80001- HIPAA Security Rule ISO/IEC 27001
Revision 4
45 C.F.R. §§
164.308(a)(7)
DTBK 164.308(a)(7)(i)
IR-4 MLDP 164.308(a)(7)(ii) A.16.1.5
IR-8 SGUD 164.308(a)(7)(ii)(C)

164.310(a)(2)(i)
164.312(a)(2)(ii)
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3.6 Technologies

Table 3-5 lists all the products and technologies used in this project and provides a mapping among the
generic application term, the specific product used, and the security control(s) that the product provides
or supports. Refer to Table 3-4 for an explanation of the NIST Cybersecurity Framework subcategory

codes.

The Products and Technology table represents the solutions provided by the project collaborative
partners and applied to the lab environment. This project selected these solutions based on their
alignment to the NIST Cybersecurity Framework control objectives. Organizations should note that they
may achieve control objectives through any number of means, including open-source or internally
developed approaches.

Table 3-5 Products and Technologies

Component/
Capability

PACS and VNA

Product

Function

NIST
Cybersecurity
Framework
Subcategories

Hyland Acuo Vendor Provides access to medical images | PR.AC-1
Neutral Archive Version and documents. PR.AC-4
6.0.4 Stores and retrieves images in a PR.DS-2
standard format for various PR.IP-4
vendor-neutral systems to access. | PR.PT-1
Hyland NilRead Provides medical image viewing PR.AC-1
Enterprise Version and manipulation. PR.DS-2
4.3.31.98805 PR.PT-1
Hyland PACSgear Provides ability to capture and PR.AC-1
Version 4.1.0.64 share medical images. PR.DS-2
Provides ability to scan and share PR.PT-1
medical documents.
Philips Enterprise Provides role-based user-access PR.AC-1
Imaging Domain control.
Controller
Philips Enterprise Manages medical images through PR.DS-2
Imaging IntelliSpace access and collaboration. PR.IP-4
PACS PR.PT-1
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Component/  Product Function NIST
Capability Cybersecurity
Framework
Subcategories
Philips Enterprise provides web-based DICOM PR.DS-2
Imaging Universal Data integration PR.IP-4
Manager provides image life-cycle PR.PT-1
management
DCMACHEE Open- Open-source PACS solution N/A
Source Clinical Image allows the lab to demonstrate
and Object data-in-transit workflow control
Management Enterprise
Version DCM4CHEE-arc-
light5v. 5.21.0
DVTk Modality open-source utility used to N/A
Emulator demonstrate clinical workflow and
interaction with medical imaging
devices
allows the lab to demonstrate
data-in-transit workflow between
clinical systems and medical
devices
DVTk RIS Emulator open-source utility used to N/A
demonstrate clinical workflow and
interaction with medical imaging
devices
allows the lab to demonstrate
data-in-transit workflow between
clinical systems and medical
devices
Asset Virta Labs BlueFlow provides discovery, categorization, | ID.AM-1
Management | Version 2.6.4 grouping, tagging, and ID.AM-2
identification of medical devices ID.AM-4
provides flexible user-defined risk | ID.AM-5
assessment and scoring ID.RA-1
provides vulnerability management ID.RA-5
capabilities PR.IP-1
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Component/  Product
Capability

Function NIST
Cybersecurity
Framework
Subcategories

= provides reporting on risk and
security properties for groups of
assets

= provides threat feed for known
medical devices

Clearwater Information | = provides asset inventory ID.AM-1
Risk Management management ID.AM-2
Analysis = provides risk assessment and ID.AM-4
compliance ID.AM-5
Tripwire Enterprise = provides security configuration ID.RA-1
Version 8.7 management ID.RA-5
= provides file integrity monitoring PR.DS-6
(FIM) PR.IP-1
= provides patch management. PR.IP-3
PR.PT-3
Enterprise Active Directory = provides authentication and PR.AC-1
Domain and authorization for users and PR.AC-4
Identity computers in the domain PR.AC-7
Management = provides authentication and PR.PT-3

authorization to multiple
applications within the
environment

DigiCert PKI Platform

= provides SSL/TLS certificates for PR.AC-1
secure communication between PR.AC-4
devices PR.AC-7

= enables devices to perform data-in- | PR.DS-2
transit encryption

= provides certificate management

Symantec Validation
and ID Protection
Version 9.8.4 Windows

= integrates with TDi ConsoleWorks PR.AC-1
using the Remote Authentication PR.AC-3
Dial-In User Service (RADIUS) PR.AC-7
protocol
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Component/
Capability

Product

Function

NIST
Cybersecurity
Framework
Subcategories

Network
Control and
Security

provides multifactor authentication
for remote access
Cisco Firepower provides console management for | PR.AC-5
Management Center Firepower Threat Defense PR.PT-4
(FMC) 6.3.0 provides centralized control over
network and communication
provides network visibility
Cisco Firepower Threat prevents intrusion PR.AC-5
Defense (FTD) 6.3.0 provides network segmentation PR.PT-4
provides policy-based network
protection
Tempered Networks provides network segmentation PR.AC-5
Identity Defined provides end-to-end encryption for | PR.DS-2
Networking (IDN) device traffic PR.PT-4
Conductor and
HIPswitch Version 2.1
Zingbox loT Guardian provides passive device discovery ID.AM-3
and classification ID.RA-1
provides behavioral modeling to ID.RA-5
identify suspicious behavior DE.AE-1
assesses vulnerability DE.AE-2
DE.AE-3
DE.AE-5
DE.CM-1
DE.CM-7
Forescout CounterACT 8 provides passive device discovery PR.AC-4
and profiling PR.AC-7
provides network access control PR.PT-4
DE.AE-1
DE.AE-3
DE.CM-1
DE.CM-7
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Component/  Product Function NIST
Capability Cybersecurity
Framework
Subcategories
Symantec Endpoint centrally manages threats across DE.CM-1
Detection and Response endpoint, network, and web traffic | DE.CM-4
(EDR) Version 4.1.0
Cisco Stealthwatch provides insight into who and what | ID.AM-3
Version 7.0.0 is on the network DE.AE-1
analyzes the network through DE.AE-2
machine learning and global threat | DE.AE-3
intelligence DE.AE-5
detects malware for encrypted DE.CM-1
traffic DE.CM-3
DE.CM-7
Secure TDi Technologies provides remote access for PR.AC-3
Remote ConsoleWorks Version external collaborators PR.AC-7
Access 5.1-0ul logs and monitors remote access
activities
Endpoint Symantec Data Center protects physical and virtual PR.DS-6
Protection Security: Server servers PR.IP-3
and Security | Advanced (DCS:SA) detects and prevents intrusion
Version 6.7 monitors file integrity
Symantec Endpoint centrally manages assets through DE.CM-4
Protection Version 14.2 agent-based protection DE.CM-8
provides advanced machine
learning and behavioral analysis
techniques to identify known and
unknown threats
provides anti-virus capabilities
Cloud Storage | Microsoft Azure Block cloud storage for medical images PR.AC-1
Blob Storage account (unstructured data) PR.AC-4
access control using storage access | PR.AC-7
keys and policies PR.DS-1
encryption at rest using service- PR.DS-2
managed or customer-managed PR.DS-6
keys PR.PT-4
encryption in transit using https
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Product

Component/
Capability

Function

storage firewalls to limit attack
surface and to control
communications

NIST
Cybersecurity
Framework
Subcategories

service (PaaS) services hosted on
the Azure platform

Microsoft Azure strengthen security posture by ID.RA-1

Security Center identifying weak or insecure ID.RA-5

Standard configurations DE.AE-1

DE.AE-2

identify threats against Azure DE.CM-1
resources, including Azure Storage | pg.cM-8
accounts

Microsoft Azure Key safeguard cryptographic keys and | pR.AC-1

Vault Premium other secrets used by cloud PR.DS-1
applications and services
holds storage account encryption
key.

Microsoft Azure management and monitoring PR.AC-1

Monitor services PR.IP-1
centralized collection and retention | PR.PT-1
of audit logs from various Azure DE.CM-7
services

Microsoft Azure Active identity and access management PR.AC-1

Directory for Azure services PR.AC-4
user and sign-in risk detection and | PR.AC-7
remediation PR.PT-3

DE.CM-3
Microsoft Azure Private private virtual network PR.DS-2
Link connectivity for platform as a PR.PT-4
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When designing the PACS reference architecture, this practice guide implements the PACS environment
within an HDO enterprise. NIST SP 1800-8, Securing Wireless Infusion Pumps in Healthcare Delivery
Organizations describes implementing the HDO enterprise infrastructure and a network zone approach.
This practice guide leverages that larger enterprise described in NIST SP 1800-8 and in Section 4.1
identifies zones in as they relate to PACS. This practice guide extends data storage by provisioning a
cloud storage provider for long-duration storage.

The FDA defines the PACS as “a device that provides one or more capabilities relating to the acceptance,
transfer, display, storage, and digital processing of medical images. Its hardware components may
include workstations, digitizers, communications devices, computers, video monitors, magnetic, optical
disk, or other digital data storage devices, and hardcopy devices. The software components may provide
functions for performing operations related to image manipulation, enhancement, compression or
quantification” [19]. In addition to the PACS, this project used VNA solutions that meet the Food and
Drug Administration’s definition of PACS but have other features that HDOs may use to enhance their
overall image management ecosystem. This guide recognizes that healthcare systems interoperate and
that the reference architecture needs to accommodate a broad view of the medical imaging ecosystem.

4.1 Architecture Description

This practice guide’s architecture looks at components from three primary layers:

= business, where we deployed our core medical imaging components
= security, where we implemented security tools
= infrastructure, which represents our network

Figure 4-1 illustrates the project’s high-level architecture.
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Figure 4-1 High-Level PACS Architecture
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A PACS ecosystem includes components that address data in transit, data at rest, and data processing
and provides applications allowing authorized individuals to review and interact with data stored in their
respective systems. Clinical systems are also part of our architecture, including imaging modalities and
applications such as the RIS, that each play business process roles that interact with the PACS and VNA.
Medical imaging generally uses standard protocols, including DICOM.

DICOM is an international standard specific to storing, retrieving, printing, processing, and displaying
medical information. The DICOM standard assures medical image information operability and provides a
common standard, allowing different medical imaging product vendors to integrate their solutions into
the medical imaging ecosystem [2], [3].
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In addition to the DICOM standard, PACS uses the HL7 protocol for clinical documentation and image
reporting. HL7 defines a markup standard for exchanging health information in a structured format by
using a clinical document architecture [20].

This document examines standard technology components in addition to the protocols noted above.
Central to PACS are storage media, the network infrastructure, supporting operating systems, as well as
application servers to support information exchange (e.g., HL7, DICOM, and web servers).

The architecture described for this project implemented several zones composed of:

Clinical application services consist of systems such as the EHR, order entry, health information
systems, and others used by patient care teams in recording information during patient treatment.

Clinical workstation/viewer establishes a network zone that segregates clinical workstations from the
nonclinical production network. Clinical workstations are special-purpose devices used to interact with
clinical systems. Those devices may use vendor-specified operating systems, applications, and
configurations that vary from the HDO standard build. Configuration and patch management may be
asynchronous with how the HDO manages its productivity or standard build systems.

Enterprise network services are grouped into a separate zone for enterprise operations. Enterprise
operations include services such as email communications, Active Directory, DNS, and security services
that include certificate management.

Imaging modalities provide a zone for departments using imaging equipment, generally termed as
modalities. These are medical devices using operating systems that are not consistent with an HDO's
baseline. Configuration and patch management are likely asynchronous with how the HDO manages its
productivity or standard build systems. For purposes of this project, this zone includes emulated
modalities. This project used simulation software to generate medical images.

PACS and VNA systems segregate the PACS and VNA applications from clinical applications, general
workstations, and storage media. This zone provides the higher-level application functionality to interact
with aggregated medical images.

Data storage management isolates large-scale storage, such as storage area networks (SANs) or
network-attached storage (NAS) devices. Data stored in this zone may be unstructured, large files that
may contain sensitive, personal, or PHI.

Cloud storage is external to the HDO infrastructure and represents the use of a third-party cloud storage
provider where medical images are archived.

Vendor Net supports remote connectivity, e.g., remote vendor support. This zone segregates external
network traffic used when vendors may need to perform maintenance on systems or other equipment
while the support engineer is off premises.
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4.1.1

PACS Ecosystem Components

The PACS ecosystem includes those components that support the clinical processes associated with
medical imaging acquisition, review, annotation, and storage. Clinical applications, such as the RIS,
generate image acquisition worklists and apply worklists to associated modalities. Modalities retrieve
worklists from the RIS. The lab environment included two distinct PACS and a VNA systems and
deployed image viewing software associated with those systems on workstations to review and
annotate medical images. In building the lab environment, this project emulated some of the
components rather than obtaining full-scale solutions. This project emulated both modalities and an RIS.
The project also used a mobile phone device for document scanning. Figure 4-2 depicts a high-level view
of these components and how we approached implementing them in the lab environment.

Figure 4-2 PACS Ecosystem Components
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emulate medical imaging modalities and an RIS. The project deployed two instances of the RIS Emulator
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into the clinical application services zone. The DVTk RIS Emulators associate the modalities with
separate PACS and provide worklists for those modalities associated with two respective PACS,
reflective of an HDO that may operate multiple PACS. The project used Philips IntelliSpace PACS and
DCMA4CHEE (https://www.dcm4che.org/), an open-source PACS, to support this premise. Hyland Acuo
VNA was deployed to model HDOs using this technology.

This project deployed the modalities to a modalities network zone. Using emulated modalities allowed
the project team to simulate DICOM image acquisition, interaction with the RIS, and transferring images
from the modality device to the PACS and VNA for storage and management. The project used an
iPhone to operate the PACS Scan Mobile app provided by Hyland, connecting to a PACSgear Core Server.
The iPhone was treated as a modality, with the application facilitating document scanning and, through
the PACSgear server, transferring mobile-acquired images to the VNA.

4.1.2 Data and Process Flow

For this project, we examined data and process flows as described in Section 3.4.1, Establishing the Risk
Context, that include the following scenarios:

= sample radiology practice flows

= access to aggregations and collections of different types of images
= accessing monitoring and auditing

= image object change management

= remote access

The scenarios identify medical imaging acquisition processes, starting with scheduling the patient for a
procedure, and follow the life cycle through when the patient interacts with an imaging device to when
a medical imaging specialist processes and forwards the annotated image to a clinician for interpretation
and diagnosis. Scenarios also examine processes after direct patient interaction, such as when
authorized individuals access images for later review or when images need to be updated.

Figure 4-3 shows a simplified data communication flow in the PACS ecosystem.
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Figure 4-3 PACS Ecosystem Data Communication Flow
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A typical radiology department workflow may begin with patient registration and admission, followed by
a physician ordering an imaging procedure. The order is entered into a RIS to create a worklist. A
medical imaging technologist attends to a patient and performs the image capture procedure. The
medical imaging technologist may make annotations for a physician’s review. The system forwards that
information to a PACS or VNA. A physician retrieves the images from the PACS or VNA and uses an
image viewing station to review the images and document findings and diagnoses. On completion, the
physician transfers the information back to the PACS. Results may cross-reference with the EHR system.

4.1.3 Security Capabilities

This practice guide built upon the zoned network architecture described in NIST SP 1800-8, Securing
Wireless Infusion Pumps in Healthcare Delivery Organizations [21]. Network zoning provided a baseline
upon which engineers deployed the medical imaging ecosystem infrastructure. The practice guide
identified and deployed security capabilities to the environment, consisting of the following:
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= asset and risk management

= enterprise domain and identity management

access control
o privileged access controls
o user authentication
o device and system authentication

o data access control

= network control and security

network segmentation and virtual local area networks (VLANS)
firewall and control policies

microsegmentation

anomalies and events detection (behavioral analytics)

intrusion detection and prevention systems

= endpoint protection and security

device hardening and configuration

malware detection

= data security

data encryption (at-rest)

data encryption (in-transit)

= secure remote access

While the project takes a holistic approach when evaluating the medical imaging environment, the
control scope noted in this practice guide is bound to those elements that are inherently or highly

supportive of acquiring, interpreting, or storing medical images. An HDO’s infrastructure is larger in
scope than that used to support the medical imaging environment. An HDO may and should implement
additional pervasive controls to secure the overall environment. This document references pervasive
controls not implemented during this project and assumes an organization will implement appropriate
controls to address its broader risk profiles. Refer to Appendix C for details. Figure 4-4 below depicts
contextual controls deployed in the project’s test build.
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Figure 4-4 Base Controls on Test Build Components
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4.1.4 Asset and Risk Management

Asset management is a critical control that aligns with the function known as Identify in the NIST
Cybersecurity Framework [8]. This project assumes a pervasive control exists, such as a governance, risk
and compliance (GRC) solution. The HDO manages IT general assets through the GRC solution. Medical
imaging devices may fall outside the scope of IT general assets for many HDOs. For this reason, this
project implemented Virta Labs BlueFlow for asset and inventory management for medical imaging
devices. BlueFlow captures inventory, configuration, and patch management information [16], [22], [23].

4.1.5 Enterprise Domain and Identity Management

This project looked at identity management controls as including several concepts that encompass
identity proofing, credentialing, and providing a means to authenticate devices and systems. Human
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actors (clinical, IT administrative, and general HDO staff), medical devices, and systems may have
identities established within the HDO. An identity is a broader concept than credentials or user
accounts. This project assumed that HDOs perform adequate identity proofing and provisioning. This
involves processes that allow HDOs to verify that an individual is who they claim to be, also ensuring
that the individual has appropriate credentials to interact with clinical systems and medical imaging
information. Regarding provisioning, this project assumed that following identity proofing, the
organization can create and securely deliver credentials (e.g., user accounts in which the individual can
select and update passwords or challenge responses known only to that individual).

Identities may include multiple user accounts or access mechanisms that may be applied. For example,
an individual may have a job function as an IT administrator. As a member of the HDO workforce, they
may be credentialed to access certain systems such as email or productivity software. They may also
have access to separate privileged accounts to be used when they perform IT administrative duties.
Having separate credentials established based on functionality or role is a common practice in
healthcare and provides a form of separation of duties.

Medical devices and systems may also have identities, that are authenticated using digital certificates,
keys, or other unique identifiers such as host identifiers or MAC addresses.

4.1.5.1 Access Control

Access control is applied contextually, based on the identity type. This project implemented access
control for privileged users, clinical users, devices, and systems. Subsections below provide more detail
on the project’s approach.

4.1.5.1.1 Privileged Access Management

Privileged access includes those credentials that have permissions to systems that are greater than
standard users. Privileged access accounts often allow greater visibility of resources stored on systems
and may allow modifying configuration settings or permitting installation of software components. One
measure that this guide implements is segregating privileged access accounts. These accounts were
unique and distinct from those accounts we created that were able to access information via DICOM
viewer applications. When activities required privileged access, access actions routed through lab
environment’s TDi ConsoleWorks implementation, which enforced the project’s multifactor
authentication solution.

For further guidance on privileged account management, HDOs should reference NIST SP 1800-18,
Privileged Account Management for the Financial Services Sector [24]. While the document identifies
solutions for financial services, the underlying technology solution applies to healthcare and other
sectors.

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS) 52



"2-008T"dS’ LSIN/8Z09°0T/840°10p//:s0d11y :wouy 984eyd jo 9344 d|qe|ieAe s uoiedlgnd siyL

4,1.5.1.2 User Authentication

User authentication involves the use of different factors. Factors are characteristics by which a user may
be able to assert their identity. In many cases, users are authenticated using a single factor (e.g., a
username and password combination). One means to strengthen single-factor authentication is to use
pass phrases rather than passwords. This approach reduces the possibility that a malicious actor may be
able to brute-force-attack the credential [25].

Another aspect that HDOs may consider is to implement multifactor authentication where appropriate
or feasible. Multifactor authentication includes a need to pass two or more factors that represent
something a user knows, has, or is. Memorized passwords or pass phrases represent factors that a user
knows. Including other factors, such as something a user has, which may represent a physical token; or
something a user is, such as biometrics that include fingerprints, retinal, or facial scans, would provide
greater assurance that the user is whom they claim to be. Multifactor authentication may not be
implementable in all cases, and HDOs may need to determine their risk tolerance and implementation
practicality when considering enhancing their authentication models [26].

4.1.5.1.3 Device and System Authentication

For this project, we emulated medical imaging devices and implemented the HIP. Emulated modality
devices authenticated to a HIPswitch, routing modality traffic across a HIP-secured software-defined
network. For further information, refer to the discussion in Section 4.1.6.3, Microsegmentation.

For systems authentication within the HDO, this project used digital certificates and keys. This project
deployed digital certificates to the PACS and VNA servers as well as to a mobile device where we
installed software used to scan documents and images that would be added to our medical imaging
store. Authentication between VNA servers and cloud data storage is achieved using access keys.

This practice guide uses digital certificates to secure network sessions using a key management solution
provided by the cloud provider. The HDO configures key management to maintain private key control.
However, this project did not implement a data security manager or hardware security manager on
premise.

4.1.5.1.4 Data Access Control

PACS and VNA solutions often support a “multitenant” concept to allow for different departments,
clinics, or hospitals within a larger healthcare system. These applications may implement or integrate
with directory services that allow solutions administrators to provide access based on role or business
function. This project used role-based access control capabilities found in the Philips IntelliSpace and
Hyland Acuo systems. For this project, the VNA plays a vital role for managing medical images across
the simulated HDO. The VNA manages, retrieves, and stores medical images to a cloud storage provider.
Access to the data in the storage account is managed through access keys and policies.
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4.1.6 Network Control and Security

This project continued with the network zoning and segmentation concepts established in NIST SP 1800-
8 and built on those concepts by implementing several tools to advance protective and detective
capabilities. As examples of these enhancements, this project deployed a next-generation firewall,
introduced microsegmentation, and implemented behavioral analytics in its network control and
security in its approach. Subsections below provide additional information on these topics.

4.1.6.1 Network Segmentation and VLANs

The PACS ecosystem is made up of a variety of different devices with independent requirements to
ensure proper functionality. While some devices may require network access to remote services, others
may operate effectively with limited connectivity outside their subnet. To meet these needs, we
implemented VLANs to segment the PACS network based on devices of similar needs and functionalities.
This complies with the concept of network zoning introduced in NIST SP 1800-8 [21]. With this approach,
we eliminated inherent trust between VLANSs. The project allowed devices to communicate with only
trusted devices based on carefully crafted network policies.

The PACS project implemented the architecture described in Section 4.1 by constructing a network that
was segmented into VLANSs. The project limited the implementation to the main components necessary
for the PACS ecosystem. The project segmented the network into the following VLANSs:

= vendor net

= enterprise services
= clinical viewers

= PACSA

= PACSB

= modalities

= clinical applications
= guest services

= databases

®= remote storage

= security services

This project established segmentation through virtualization, with separate subnets implemented for
each VLAN listed above. The project placed each VLAN behind a router/firewall that implements policies
defined by VLAN’s purpose. Figure 4-5 below depicts the network architecture.
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Figure 4-5 NCCoE Lab Environment Network Architecture
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4.1.6.2 Firewall and Control Policies

This project used Cisco’s Firepower Next Generation Firewall (NGFW). The NGFW provides several
features that combine features previously found in separate perimeter security products such as
intrusion prevention systems, application firewalls, proxy servers, and network packet inspection tools.
The NGFW allows integration of other tools to defend the network against malicious activity.

As network and application attacks become more advanced, network controls should be enhanced
beyond stateful traffic filtering. NGFW goes beyond ports, protocols, and IP addresses, providing
standard policy-based protection, while including more advanced tools such as intrusion prevention
systems, application filtering, uniform resource locator (URL) filtering, and geo-location blocking. The
PACS ecosystem faces a variety of threats from different sources, and a comprehensive approach to
network security is vital. The lab implemented network zoning by using policy and configuration settings
through Firepower. This allowed the project to implement network zoning and proactive network traffic
filtering.

4.1.6.3 Microsegmentation

Microsegmentation uses software-defined networking (SDN) to create a virtual overlay network over
the existing network infrastructure. Devices may be grouped based on usage, with developed policies
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that establish granular degrees of trust. This project implemented the SDN overlay using host identity
protocol (HIP) over the existing network infrastructure and offers in-transit network encryption. This
project used microsegmentation to establish network control for modalities. Modalities represent
medical imaging devices. These endpoint devices may contain exploitable vulnerabilities and may not
have practical means to mitigate compromise beyond network protection. While VLAN-defined network
zoning may afford network protection, this guide implements microsegmentation for these medical
devices to reduce VLAN management complexity and provide more robust network segregation for
medical devices. A microsegmentation approach may offer a solution that requires less impact to
network configuration while limiting adverse interaction with the modalities.

This practice guide implemented microsegmentation through Tempered Networks’ HIP solution that
includes HIPswitches implementing HIP, as described in the Internet Engineering Task Force (IETF)
request for comments 4423 [27]. HIP provides a cryptographically defined host identifier bound to
endpoints rather than IP addresses. Network traffic between HIP-enabled endpoints traverses a series of
HIPswitches deployed in the lab network infrastructure, creating a cloaked network that operates on top
of the physical network. The cloaked network uses advanced encryption standard (AES)-256 encryption
to secure data in transit and uses secure hash algorithm (SHA)-256 to authenticate data packets from
HIP-enabled endpoints [27], [28], [29]. Figure 4-6 below depicts the microsegmentation architecture
deployed in the project’s test build.
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Figure 4-6 Microsegmentation Architecture
Core
L Network J
VLAN VLAN VLAN
1501 1201 1101

P s
- : HIPswitch 155 ;
“«, HIPswitch Conductor = HIPswitch
e p———..________

0
VLAN
1302
P Y
Medical Isolated networks communication
Imaging PACS Server

through microsegmentation

Device

While VLAN segmentation can help reduce unwanted lateral movement within a network, it does not
restrict lateral movement within that zone. For some devices and workloads, it may be necessary to
isolate their operations and allow only a select few interactions with other devices. The project team
determined that microsegmentation would be an appropriate control to protect medical imaging
devices that may operate embedded operating systems or firmware where patch release cycles may be
different from current commercial off-the-shelf operating systems. Microsegmentation provides this
fine-grained approach to isolation and can be implemented within an existing network.

Within the PACS ecosystem, we identified an area where microsegmentation would improve operational
security. This guide implements microsegmentation through a solution based on HIP. HIP uses
cryptographic host identifiers rather than IP addresses to address and authenticate endpoints and to
create secure tunnels. This guide uses this concept to abstract IP addressing away from the modalities,
using identity-defined perimeters where endpoint devices are authenticated to HIPswitches and allow
secure tunnel communications to other HIPswitches [27].

For this practice guide’s architecture, it was important to secure this line of communication and ensure
that appropriate defenses protect devices from potential threats. To accomplish this, the project
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established two identity-defined perimeters on two separate VLANSs. This project then placed a modality
behind one perimeter and a PACS behind the other. This project configured these perimeters to allow
only authorized traffic between them, meaning the modality was allowed to communicate only with the
PACS and vice versa. Additionally, the project encrypted all traffic between the two perimeters, ensuring
the data were secure in-transit.

4.1.6.4 Anomalies and Events Detection (Behavioral Analytics)

Medical devices often operate within strict requirements and limited resources. This makes certain tasks
like vulnerability assessment difficult to manage, as they often require obtrusive operations such as a
host-installed agent. Network-based behavioral analytics can perform the same assessments, identifying
suspicious operations without affecting medical device function or performance. Behavioral analytics is
an automated feature that collects and analyzes network traffic flow and compares the results to a pre-
established baseline to determine whether devices are operating abnormally.

For the PACS architecture, the project identified network flows, primarily among PACS, VNA, and
modalities, where it is important to monitor for abnormal behavior. With a baseline established, the
project can identify when endpoints attempt to conduct network operations outside their normal
profile. With this information, we can verify and remediate the threat. The project implemented the
Zingbox loT Guardian solution.

4.1.6.5 Intrusion Detection and Prevention Systems

Components managed through an HDO’s IT operations team would implement control mechanisms to
perform malware detection, vulnerability scanning, and remediation. This project involved several
workstations (e.g., image viewing devices), as well as servers that may operate commercially available
operating systems. This project deployed host-based agents, as appropriate, to permit the IT team to
perform regular vulnerability scanning for those non-modality systems. This project implemented
Symantec Endpoint Protection on image viewing workstations. Also, the project implemented the Cisco
Firepower NGFW that included a network-based intrusion prevention mechanism [30].

4.1.7 Endpoint Protection and Security

This practice guide implements endpoint protection and security through device hardening and
configuration controls. Protected endpoints include both workstations and servers. This project used
several workstations to represent clinical workstations and used medical image viewers as the means to
connect to the PACS and VNA servers. The project deployed endpoint protection to servers by installing
Symantec Endpoint Protection as the automated solution addressing vulnerability management
requirements. The practice guide installed Tripwire Enterprise for configuration management on the
servers.
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Endpoints represent potential targets for malicious actors, and assuring appropriate control is critical
to enterprise risk management. Automated tools that leverage endpoint-deployed agents that process
policy may provide HDOs greater asset control and limit potential compromise.

4.1.8 Device Hardening and Configuration

This project deployed Tripwire Enterprise on server components (e.g., the Hyland Acuo server and the
Philips IntelliSpace server) to address device hardening and configuration management.

This project deployed a host intrusion prevention system (HIPS) to protect servers performing critical
functions in the HDO. The HIPS tool prevents the internals of an operating system from performing
unintended or malicious activity. This mechanism can provide further protection from attackers
attempting to compromise the system by preventing installation or execution of malicious software. This
tool supports policy-based rules for monitoring file system changes of critical operating system
application and system file directories. This allows the tool to monitor critical settings of the operating
system, such as Windows registry keys. In our environment, we used these tools to ensure that new
executables were not installed, thus reducing the attack surface of critical systems.

In conjunction with HIPS, a FIM system protects clinical servers in the reference architecture. This
system monitors file system changes, looking for suspicious changes. The FIM system also evaluates
policy compliance to ensure the critical servers comply with the HDO policies.

4.1.8.1 Malware Detection

An endpoint-based malware detection system, commonly referred to as anti-virus software, prevents,
detects, and removes malicious software from systems. This function is critical to protecting the systems
that healthcare professionals use to interact with the PACS, such as the imaging workstations. The anti-
virus software implemented in our reference architecture analyzes suspicious behavior, performs
firewall functions, and allows custom, policy-based enforcement. These added functions enhance the
ability for HDOs to respond to the threat of malicious software on healthcare systems. This practice
guide deployed the Symantec Endpoint Protection solution on workstations hosting our DICOM image
viewers.

A network-based malware detection system, commonly referred to as an intrusion detection system
(IDS), detects malicious activity over the network. In our reference architecture, the IDS interfaces
directly with the manager of the endpoint-based malware detection system. This gives the IDS the
ability to use data collected from the endpoint to better detect malicious activity on the network [30].

4.1.9 Data Security

This project considered challenges associated with data loss and data alteration. A challenge noted while
looking at the medical imaging ecosystem is the diversity of data types that may be prone to varying
threat types, with compromise resulting in different adverse outcomes. This project examined data
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flows between the implemented components and identified a need to secure data in-transit and data at-
rest.

4.1.9.1 Data Encryption (at-rest and in-transit)

Microsoft Azure provides cloud storage for this practice guide. Encrypted network sessions between the
HDO and the cloud storage provider use TLS, Internet Protocol Security (IPSec) and Internet Key
Exchange (IKE). Azure assigns a storage account to the HDO. Access to medical images stored in the
cloud service requires storage account credentials. Azure enforces storage account access control using
HTTPS with TLS, Perfect Forward Secrecy, and Rivest-Shamir-Adleman (RSA) cryptosystem 2048-bit
encryption keys. Azure assures data-at-rest encryption using service-managed keys. Azure encrypts
partitions or blocks of data using AES-256 bit keys [31].

This practice guide recommends referring to NIST SP 1800-11, Data Integrity: Recovering from
Ransomware and Other Destructive Events [32], for measures that address backup and recovery. This
project implemented PACS and VNA solutions on Windows servers, and this practice guide recommends
implementing secure server message block best practices, e.g., as provided by Department of Homeland
Security Cybersecurity and Infrastructure Security Agency [33].

Examining the communications traffic flow, the project team determined that relevant data are sensitive
in nature. Medical images and accompanying clinical notes and diagnoses are PHI and have
requirements that align with confidentiality, integrity, and availability.

This project authenticates communications from the modalities to the PACS and VNA using HIP, which
also provides network encryption. HIP employs AES-256 encryption [27], [28], [29] to secure network
sessions. By deploying HIP, this project sought to defend against network-borne attacks, including man-
in-the-middle attacks where data may be altered in transit.

When multiple PACS data were aggregated into the VNA, the project enabled TLS tunneling. TLS uses
DigiCert TLS certificates to implement AES-256 network encryption [28], [29], [35].

Image viewers, as well as mobile devices using Hyland’s PACSgear scanning tool, use https/TLS when
connecting and communicating to the VNA or PACS respectively [35].

4.1.10 Remote Access

Both healthcare and IT systems require access by vendor-support technicians for remote configuration,
maintenance, patching, and updates to software and firmware. The project used a remote access
network segment to provide these external privileged users with privileged access to these components
that reside within our reference architecture. A virtual private network (VPN) solution provides a secure
way in which an organization can extend its private network across the internet, ensuring that only
properly authenticated users can access their organization’s private network. This project configured
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and managed the NCCoE VPN in our environment using vendor-recommended practices [36]. This
project implemented TDi ConsoleWorks as a remote access mechanism into the infrastructure.

To further secure access to remote resources, the team implemented a privileged access management
(PAM) solution [24]. The PAM solution provides two-factor authentication (2FA), fine-grained access
control, and monitoring user access to remote resources. 2FA is provided via domain-based username
and password and an application-based security token available on the user’s mobile device. This project
implemented 2FA in the test build using Symantec Validation and ID Protection (VIP) solution. The
project integrated Symantec VIP into the ConsoleWorks authentication mechanism to enforce username
password plus onetime passcode to make up the two factors.

4.2 Final Architecture

The target architecture, depicted in Figure 4-7, demonstrates control measures such as
microsegmentation and network segmentation as described by this practice guide. The architecture
depicts network zones using VLANs, with the modalities zone implemented using microsegmentation.
The target architecture also includes using cloud storage for long-term archiving and serves to enhance
resiliency and recoverability should the HDO be subject to an adverse event.
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Figure 4-7 PACS Final Architecture
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The purpose of the security characteristic analysis is to understand the extent to which the project
meets its objective of demonstrating the security capabilities described in the reference architecture in
Section 4. This evaluation focuses on the security of the reference design itself. In addition, it seeks to
understand the security benefits and drawbacks of the example solution.

5.1 Assumptions and Limitations

The security characteristic analysis has the following limitations:

= |tis neither a comprehensive test of all security components nor a red-team exercise.

= |t cannot identify all weaknesses.

= [t does not include the lab infrastructure. It is assumed that devices are hardened. Testing these
devices would reveal only weaknesses in implementation that would not be relevant to those
adopting this reference architecture.
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5.2 Scenarios and Findings

One aspect of our security evaluation involved assessing how well the reference design addresses the
security characteristics that it was intended to support. The Cybersecurity Framework subcategories
were used to provide structure to the security assessment by consulting the specific sections of each
standard cited in reference to a subcategory. The cited sections provide validation points that the
example solution would be expected to exhibit. Using the Cybersecurity Framework subcategories as a
basis for organizing our analysis allowed us to systematically consider how well the reference design
supports the intended security characteristics.

5.3 Analysis of the Reference Design’s Support for Cybersecurity
Framework Subcategories

Using the NIST Cybersecurity Framework subcategories to organize our analysis also provided additional
confidence that the reference design addresses our use case security objectives. The remainder of this
subsection discusses how the reference design supports each of the identified Cybersecurity Framework
subcategories [8].

Table 3-5 lists the reference design functions and the security characteristics, along with products that
we used to instantiate each capability. The focus of the security evaluation is not on these specific
products but on the Cybersecurity Framework subcategories. There may be other commercially
available products that meet the objectives found in the NIST Cybersecurity Framework. Practitioners
may substitute other products that provide comparable security control within the reference design.

5.3.1 Asset Management (ID.AM)
This practice guide considered ID.AM-1, ID.AM-2, ID.AM-4, and ID.AM-5 to address asset management.

The practice guide implemented ID.AM-1 using Virta Labs BlueFlow to address modality asset
management. Establishing an asset inventory is a fundamental component in determining appropriate
controls for the environment. The ID.AM-1 Subcategory specifies, “[p]hysical devices and systems within
the organization are inventoried,” and ID.AM-2 specifies, “[s]oftware platforms and applications within
the organization are inventoried.” This practice guide groups the ID.AM-1 and ID.AM-2 subcategories
together. The practice guide identifies tools that align with objectives defined by one or more of the
Cybersecurity Framework subcategories. Physical devices include workstation, server, and storage
components, whereas software assets include those applications that run on the physical components.

The practice guide emulates HDOs in that HDOs often have separate biomedical engineering teams,
distinct from central IT operations. The implication is that IT general assets and medical devices may
have distinct asset-tracking mechanisms. BlueFlow captures inventory, configuration, and patch
management information.
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ID.AM-4 specifies, “[e]xternal information systems are catalogued.” The Clearwater Information Risk
Management Analysis tool would track cloud services as part of the IT asset inventory.

Medical device asset tracking may be distinct from what is maintained in a general IT asset database. For
this project, the team maintained simulated medical imaging devices and implemented the Virta Labs
BlueFlow tool for asset tracking and configuration management.

ID.AM-5 specifies, “[r]lesources (e.g., hardware, devices, data, time, personnel, and software) are
prioritized based on their classification, criticality, and business value.” To address ID.AM-5, this project
implemented solutions to identify communication and data flows between IT and biomedical
engineering assets. The project implemented the Zingbox loT Guardian and Cisco Stealthwatch solution
to analyze NetFlow traffic across the laboratory infrastructure. In capturing NetFlow patterns, the
project provided two primary benefits: 1) a baseline of communication flows between medical imaging
devices, workstations, and PACS/VNA systems, and 2) an ability to determine when communication
patterns were anomalous.

5.3.2 Risk Assessment (ID.RA)

This project selected ID.RA-1 and ID.RA-5 to address the Risk Assessment category. ID.RA-1 specifies,
“[a]sset vulnerabilities are identified and documented,” and ID.RA-5 specifies “[t]hreats, vulnerabilities,
likelihoods, and impacts are used to determine risk.” The project identified and deployed tools to
address these control requirements.

This project used Symantec’s Endpoint Protection solution to address threats to image viewer
workstations. The project used Tripwire Enterprise to monitor server assets. This practice guide
implemented Virta Labs BlueFlow to manage and assess medical imaging devices. The project also used
Zingbox loT Guardian to perform NetFlow analysis. Practitioners may use information from these tools
when needed to determine the risk profile of the HDO environment.

5.3.3 Identity Management and Access Control (PR.AC)

To implement identity management and access control, the project team focused on PR.AC-1, PR.AC-4,
and PR.AC-7 Subcategories. PR.AC-1 specifies, “[i]dentities and credentials are issued, managed, verified,
revoked, and audited for authorized devices, users and processes.” PR.AC-4 specifies, “[a]ccess
permissions and authorizations are managed, incorporating the principles of least privilege and
separation of duties.” PR-AC7 specifies, “[u]sers, devices, and other assets are authenticated
commensurate with the risk of the transaction.”

5.3.3.1 Identity Management

The project used Microsoft Active Directory to provision human user access to workstations and
systems. This project implemented the Symantec VIP. The Symantec VIP tool gave the project
multifactor authentication (MFA) capability. MFA enhances non-repudiation within the authentication
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process. MFA provides additional factors, apart from a password, that assures that when an individual
presents a credential, they are doing so appropriately. For further information on MFA, practitioners
may consult with NIST 800-63-3 Digital Identity Guidelines [34]. Table 5-1 describes how the project
managed different user types and describes some general characteristics of that user type.

Table 5-1 Identity Management Characteristics

User Type Identity Characteristics

Human Users Active Directory | Active Directory Human user authentication
method dependent on interaction
type

Medical Imaging Host Identifier Tempered Imaging devices abstracted from

Devices Networks IDN the production network over a
cloaked network implementing
HIP

System to System | Certificate DigiCert Managed | Automated interactions between

PKI systems authenticated
HDO to Cloud Access Keys; Microsoft Azure Authentication to cloud storage
Storage Provider Azure Active provider is provided using access
Directory keys.

This project emulated medical imaging devices. They authenticate using HIP, implemented in Tempered
Networks’ microsegmentation capability. The Tempered Networks solution, IDN, uses the HIP, which
incorporates a key exchange capability between endpoint devices and gateways, or HIPswitches.

The practice guide included a document scan utility installed on a mobile device. To enable device
authentication in this case, the project used DigiCert Managed PKI, providing certificate-based
authentication.

The project augmented device authorization management by limiting PACS accessibility based on
workstation zone provisioning. The practice guide installed Symantec VIP to enable multifactor
authentication for certain devices. The practice guide secured network sessions with TLS applying
DigiCert-issued certificates [35].

5.3.3.2 Access Control

To implement PR.AC-4, this project used role-based access control (RBAC) features built into the PACS
and the VNA systems. Philips IntelliSpace and Hyland Acuo VNA implement RBAC, allowing least
privilege access enforcement.

This project also took advantage of the network zoning concept and limited access based on firewall
policies that restrict traffic between different zones. For example, the project limited image viewer
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workstation network traffic to the PACS and VNA for image retrieval and interaction to specified
network zones.

Administrative functions are restricted and are performed through TDi ConsoleWorks sessions that
enforce multifactor authentication.

The project implemented PR.AC-3 using TDi Technologies ConsoleWorks to provide remote access to the
lab network. The ConsoleWorks environment provided a solution for vendor remote access as well as
general user remote VPN, including access by third-party medical imaging services that may need access
to patient images [36].

To implement PR.AC-5, the project made significant use of network segmentation through VLANs
implemented with Cisco Firepower NGFW and through microsegmentation implemented using
Tempered Networks IDN. Identity Defined Networking (IDN) implements an SDN that this project used
to secure communications between the simulated medical imaging devices and the PACS/VNA
environment.

The project managed access to Azure resources in two ways. Management plane functions, which
include creation, modification, and deletion of cloud resources, are protected using Azure AD and RBAC.
Best practices for management plane access include least privilege, MFA, and secure administrative
workstations. Access to services inside Azure resources is referred to as data plane functions.
Authentication at this layer occurs in multiple ways. For storage accounts, authentication occurs using
access keys and policies. The interaction between storage accounts and the Key Vault for encryption key
retrieval uses Azure Active Directory.

5.3.4 Data Security (PR.DS)

For this project, the team identified PR.DS-1, “[d]ata-at-rest is protected;” PR.DS-2, “[d]ata-in-transit is
protected;” PR.DS-6,“[i]ntegrity checking mechanisms are used to verify software, firmware, and
information integrity” subcategories to address data security.

This practice guide implements Microsoft Azure for cloud storage. The HDO environment establishes a
TLS tunnel using digital certificates that Azure manages. The TLS tunnel assures data-in-transit
protection. Azure also implements AES-256 encryption for data-at-rest.

The project installed Symantec Encryption Platform to protect workstations in this practice guide.

This project implemented TLS and HIP to assure data in-transit protection. Image viewing workstations
connecting to the PACS/VNA environments use TLS encryption to ensure data-in-transit protection [27],
[28], [35]. This project also implements microsegmentation with Tempered Networks and ensures data-
in-transit protection by HIP-managed encryption between emulated medical imaging devices and the
PACS/VNA environment.

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS) 66



"2-008T"dS’ LSIN/8Z09°0T/840°10p//:s0d11y :wouy 984eyd jo 9344 d|qe|ieAe s uoiedlgnd siyL

The practice guide uses Tripwire Enterprise and Symantec DCS:SA to provide integrity monitoring of
system software files.

PR.DS-6 includes a control objective to additionally manage firmware; however, the lab used emulated
medical imaging devices for its modalities, operating as virtual machines. These emulated devices did
not include a firmware component.

5.3.5 Information Protection and Procedures (PR.IP)

This project selected PR.IP-1, PR.IP-3, and PR.IP-4 to implement the Information Protection and
Procedures Category. PR.IP-1 specifies, “[a] baseline configuration of information technology/industrial
control systems is created and maintained incorporating security principles (e.g., concept of least
functionality).” PR.IP-3 specifies, “[c]onfiguration change control processes are in place;” and PR.IP-4
specifies, “[b]ackups of information are conducted, maintained, and tested.”

Servers supporting the PACS and VNA systems were built using guidance received from Philips and
Hyland, respectively. This project regarded these configurations as baseline configurations and
determined them to be based on application functionality requirements. Tripwire Enterprise monitors
modifications.

Virta Labs BlueFlow manages medical imaging device configurations. The practice guide emulated
medical imaging devices deployed in the lab. Emulated medical devices did not involve firmware.

5.3.6 Protective Technology (PR.PT)

To implement Protective Technology, this project selected PR.PT-1, PR.PT-3, and PR.PT-4. PR.PT-1
specifies, “[a]udit/log records are determined, documented, implemented, and reviewed in accordance
with policy.” PR.PT-3 specifies, “[t]he principle of least functionality is incorporated by configuring
systems to provide only essential capabilities;” and PR.PT-4 specifies, “[clommunications and control
networks are protected.”

To address PR.PT-1, the Hyland Acuo VNA, Hyland NilRead Enterprise, Hyland PACSgear, Philips
Enterprise Imaging IntelliSpace PACS, and Philips Enterprise Imaging Universal Data Manager
components provided the capability to create audit log records.

The practice guide implemented Zingbox loT Guardian to assure regular network traffic monitoring. The
tool aggregated NetFlow traffic across the lab environment and performed behavioral analytics. HDOs
should also consider using a security incident event management (SIEM) system that would aggregate
logs from different operating systems, applications, and component types. SIEM tools often can support
scripts that may trigger alerting to incident response teams.

To address PR.PT-3, this project implemented operating systems that were configured with the
minimum functionality necessary to support PACS and VNA operations, based on guidance from Hyland
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and Philips, respectively. These collaborators provided configuration recommendations that were
applied as baseline settings. The practice guide then used Tripwire Enterprise to monitor this baseline.

This project implements PR.PT-4 through constructing network zones with VLANs and using the
Tempered Networks microsegmentation solution. The project used VLANs to establish a base set of
network zones, and the Tempered Networks IDN created a means to control network traffic between
the simulated medical imaging devices and the PACS/VNA leveraging the HIP, which protects data on
networks via data encryption.

The project used the Cisco Firepower NGFW to protect the infrastructure from malicious activity.

TLS and IPsec tunneling protected external connections where appropriate [35], [36].

5.3.7 Anomalies and Events (DE.AE) and Security Continuous Monitoring
(DE.CM)

This project grouped together the Functions DE.AE Anomalies and Events and DE.CM Security
Continuous Monitoring. The project then selected DE.AE-1, DE.AE-2, DE.AE-3, DE.AE-5, DE.CM-1, DE.CM-
3, and DE.CM-7 to address these control areas.

Selected controls for DE.AE Anomalies and Events include DE.AE-1: “[a] baseline of network operations
and expected data flows for users and systems is established and managed”; DE.AE-2: “[d]etected
events are analyzed to understand attack targets and methods”; DE.AE-3: “[e]vent data are collected
and correlated from multiple sources and sensors”; and DE.AE-5: “[i]ncident alert thresholds are
established.” This project implemented Zingbox loT Guardian and Cisco Stealthwatch to achieve these
objectives through implementing behavioral analytics. The practice guide configured Zingbox for
continuous monitoring by directing NetFlow traffic to its cloud-hosted back end where it performed
analysis. The practice guide configured Stealthwatch for monitoring and analysis on-premise.

DE.CM-1 specifies, “[t]he network is monitored to detect potential cybersecurity events”; DE.CM-3:
“[p]ersonnel activity is monitored to detect potential cybersecurity events”; and DE.CM-7: “[m]onitoring
for unauthorized personnel, connections, devices, and software is performed.” The project addresses
DE.CM-1 through the Zingbox and Stealthwatch implementations. The solutions perform network
monitoring and cybersecurity event detection by analyzing NetFlow traffic. The project performed
additional network monitoring using the Cisco Firepower Next Generation Firewall deployment.

DE.CM-4 specifies, “[m]alicious code is detected”; and DE.CM-7 specifies, “[m]onitoring for
unauthorized personnel, connection, devices, and software is performed.” This project implemented
Symantec Endpoint Protection to address DE.CM-4 and DE.CM-7. The practice guide implemented
intrusion prevention with the Cisco Firepower Next Generation Firewall. The practice guide deployed
Symantec Endpoint Protection on workstations, including image viewer workstations.
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5.4 Security Analysis Summary

The practice guide’s reference design implementation of security surrounding the PACS/VNA helps
reduce risk from the PACS/VNA, even when practitioners identify vulnerabilities in a PACS or VNA. The
key feature is the multilayered security capabilities defined in Section 4.1.3. This practice guide followed
our collaborative partners’ recommended security practices to harden devices and systems; monitor
traffic; limit access to only authorized users, devices, and systems; and ensure data security across the
ecosystem. Any organization following this guide must conduct its own analysis of how to employ the
elements discussed here, in its own environment. It is essential that organizations follow security best
practices to address potential vulnerabilities and to minimize any risk to the operational network.

We conducted a functional evaluation of our example implementation to verify that several common
provisioning functions used in our laboratory test worked as expected. We also needed to ensure that
the example solution would not alter normal PACS and VNA functions.

In developing a test plan, this project identified implemented cybersecurity controls and identified a
method to demonstrate control functionality. Also, this project identified five IHE use case scenarios
that implemented multiple cybersecurity controls to augment business process functionality. The
identified scenarios found in Section 3.4.3 served as the basis of a functional test plan to demonstrate
overall security control efficacy.

Section 6.1 describes the format and components of the functional test cases. Each functional test case
is designed to assess the security capabilities of the example implementation to perform the functions
listed in Section 4.1.3.

6.1 PACS Functional Test Plan

Each test case consists of multiple fields that collectively identify the goal of the test, the specifics
required to implement the test, and how to assess the results of the test. Table 6-1 describes each field
in the test case.

Table 6-1 Test Case Fields

Test Case Field Description

Parent Requirement Identifies the top-level requirement or the series of top-level
requirements leading to the testable requirement
Testable Requirement Drives the definition of the remainder of the test case fields and

specifies the capability to be evaluated
Associated Cybersecurity Lists the NIST Cybersecurity Framework Subcategories addressed by the
Framework Subcategories | test case
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Test Case Field Description

Description

Describes the objective of the test case

Associated Test Cases

In some instances, a test case may be based on the outcome of
(an)other test case(s). For example, analysis-based test cases produce a
result that is verifiable through various means (e.g., log entries, reports,
and alerts).

Preconditions

The starting state of the test case. Preconditions indicate various
starting-state items, such as a specific capability configuration required
or specific protocol and content.

Procedure

The step-by-step actions required to implement the test case. A
procedure may consist of a single sequence of steps or multiple
sequences of steps (with delineation) to indicate variations in the test
procedure.

Expected Results

The expected results for each variation in the test procedure

Actual Results

The observed results

6.1.1 PACS Functional Evaluation Requirements

Table 6-2 identifies the PACS functional evaluation requirements addressed in the test plan and
associated test cases. The evaluations are aligned with the basic architecture design and capability
requirements from Section 4, Architecture.

Table 6-2 Functional Evaluation Requirements

Capability Parent Requirement Subrequirement Test Case
Requirement
(CR) ID
CR-1 Business workflows that support | Sample Radiology Practice PACS-1
image acquisition and transfer to | Workflows PACS-11
archival (e.g., PACS and VNA) are
performed.
CR-2 Asset and Inventory Management PACS-2
CR-3 Enterprise Domain and Identity
Management—Access Control
CR-3.a Privileged Access PACS-3
Management PACS-10
CR-3.b User Authentication PACS-3
PACS-4
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Capability

Requirement

Parent Requirement

Subrequirement

Test Case

(CR) ID
PACS-5
PACS-10
CR-3.c Device and System PACS-3
Authentication PACS-4
PACS-5
PACS-11
CR-3.d Data Access Control PACS-3
PACS-5
CR-4 Network Control and Security
CR-4.a Network Segmentation and PACS-7
VLANSs
CR-4.b Firewall and Control Policies PACS-7
CR-4.c Microsegmentation PACS-4
CR-4.d Anomalies and Events PACS-8
Detection (Behavioral
Analytics)
CR-4.e Intrusion Detection and PACS-9
Prevention
CR-5 Endpoint Protection and Security
CR-5.a Device Hardening and PACS-9
Configuration
CR-5.b Malware Detection and PACS-9
Prevention
CR-6 Data Security
In-Transit Encryption PACS-4
CR-6.a PACS-5
PACS-12
CR-7 Remote Access Remote Access PACS-10

6.1.2 Test Case: PACS-1

Parent Requirement

(CR-1) Business workflows that support image acquisition and transfer
to archival (e.g., PACS and VNA) are performed.
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Testable Requirement

Description

Associated Test Case

Associated Cybersecurity
Framework Subcategories

Preconditions

Procedure

Expected Results

(CR-1) Sample Radiology Practice Workflows

Demonstrate that the installed PACS can be used to acquire images
from a simulated modality, store those images based on department,
and view those images by using a DICOM viewer.

N/A

N/A

= |Implement PACS architecture, and test that network connections are

operational.

= Configure DICOM communication between DVTk RIS Emulator and
DVTk Modality Emulator.

= Load patient studies into the RIS.

= Configure DICOM communication between DVTk Modality Emulator
and the PACS.

= Configure the DICOM viewer to connect to the PACS archiving
system.

= Provision and give proper permissions to user accounts.

Start the DVTk RIS simulator.
Start the Modality Emulator.

Click the Request Worklist button on the Modality Emulator to
display the RIS’ preinstalled patient studies.

Select one of the Patient Names from the given list.

5. Click the enabled Store Image button to send the images for the
selected patient to the connected PACS server.

6. To verify the archived images stored in the Philips PACS server, run
Explorer as a Manager.

7. Loginto the client web by using the URL

https://192.168.140.131/clientweb. (Alternatively, use a thin client

Philips IntelliSpace PACS Enterprise to verify the archived images.)

8. From the Folder List > Exam Lookup, click the Search button to list
the patient studies. The image for the patient selected in this test
should be listed in the exam lookup view table.

The user should be able to display the image by using the Philips
Client Web or the Philips PACS Enterprise client.

Note: If you need to repeat the same procedure using the same
samples, clear the stored image from the Philips PACS. The cleared
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image stored in the Default folder will be moved to the Exceptions
Lookup folder. Clear the image from the Exceptions Lookup folder as
well.

Actual Results

The implemented PACS environment successfully scheduled images by
using the RIS, sent and stored the images in the PACS using the
modality, and viewed the stored images using a web client.

6.1.3 Test Case: PACS-2

Parent Requirement

(CR-2) Asset and Inventory Management

Testable Requirement

(CR-2) Asset and Inventory Management

Description

Demonstrate how to identify and manage medical assets.

Associated Test Case

N/A

Associated Cybersecurity
Framework Subcategories

ID.AM-1, ID.AM-2, ID.AM-4, ID.AM-5, ID.RA-1, ID.RA-5, PR.IP-1

Preconditions

PACS network infrastructure is operational.

Virta Labs BlueFlow is deployed in the Security Services VLAN.

Network groups are created in the BlueFlow interface to allow
automatic organization of discovered devices.

Procedure

1. Open a web browser, navigate to the Virta Labs BlueFlow web
portal URL, and authenticate to the portal.
Navigate to Connectors > Discovery.
Enter a subnet range (192.168.0.0/16) from which BlueFlow will
discover devices.

4. Click Run and allow the discovery process to populate a network
group.

5. Navigate to Inventory. Under Networks, click a network object,
and display a list of discovered devices.

6. Click a device name, navigate to the Tools tab, and click
Fingerprint.

7. Verify the populated information and click Run to perform a scan.

8. Once the scan is complete, navigate back to the device’s
information page, and verify that the fingerprint tool has

accurately identified information about the device such as
operating system and Open TCP Ports.

9. Manually fill in other information about the device if needed.
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Expected Results

= Devices are discovered within the specified subnets and appear as
devices in the network group.

= The fingerprint tool identifies device operating system and open
transmission control protocol (TCP)ports.

= Device information can be modified manually.

Actual Results

More than 20 new devices were discovered within the PACS VLANSs.
These new devices were placed automatically into predefined network
segments, and devices that did not fit into a predefined network
segment were placed into an Other Assets category. The fingerprint
tool populated descriptive information for several discovered devices
while all other necessary information was filled in manually.

6.1.4 Test Case: PACS-3

Parent Requirement

(CR-3) Enterprise Domain and Identity Management—Access Control

Testable Requirement

(CR-3.a) Privileged Access Management, (CR-3.b) User Authentication,
(CR-3.c) Device and System Authentication, (CR-3.d) Data Access
Control

Description

Demonstrate the capability authentication to the PACS application by
using enterprise active directory (AD).

Associated Test Case

N/A

Associated Cybersecurity
Framework Subcategories

PR.AC-1, PR.AC-4, PR.AC-7

Preconditions

= Domain controller has been deployed and configured in the
Enterprise Services VLAN.

=  The Philips PACS has been configured to incorporate the enterprise
AD with a display name of AD PACS.

= Domain groups have been created and assigned proper policies
and roles.

= Atest user with username pacs-user has been set up in the test AD
PACS.

Procedure

1. Launch the IntelliSpace PACS application on the IntelliSpace PACS
Enterprise server.

2. To set the authentication source, select AD PACS from the Log on
to drop-down list.

3. Enter the username and password, and then click the login button
to login.

Expected Results

=  Authentication via AD PACS is successful.
= Access to patient data is based on group policy settings.
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Actual Results

A PACS-user, who is in the AD, was used to test the access setup. After
entering the username and the correct password to the Philips
IntelliSpace PACS Enterprise login page by using the AD PACS as the
authentication source, the login was successful. The PACS-user account
was validated to assure that appropriate access control settings were
applied.

PACS-user authentication was further tested, first by entering an
incorrect password and next by incorrectly spelling the username.
These attempts failed.

6.1.5 Test Case: PACS-4

Parent Requirement
Testable Requirement
Description

Associated Test Case

Associated Cybersecurity
Framework Subcategories

Preconditions

Procedure

(CR-4) Network Control and Security
(CR-6) Data Security

(CR-4.c) Microsegmentation, (CR-6.a) In-Transit Encryption

Demonstrate secure transfer of medical images from modalities to
archive systems by using microsegmentation.

PACS-3

PR.DS-2, PR.PT-1, PR.PT-3, PR.PT-4

= Deploy and configure microsegmentation into the network
infrastructure.

= |nstall, configure, and deploy modalities.

= Configure network connections between RIS and modalities to
establish a DICOM connection.

= Configure network connections between modalities and PACS to
establish a DICOM connection.

= Populate RIS with simulated patient studies.
= Install and configure a network traffic analyzer.

To schedule radiology patient studies with the DVTk Modality Emulator

1. Launch the RIS Emulator desktop application and click the Start
button to open a DICOM connection with the Modality Emulator.

2. Using the Modality Emulator, click the Request Worklist button to
display a list of requested patient studies being sent from the RIS.

3. Select a requested patient study from the list to send to the Philips
PACS server.
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To store patient studies on the Philips PACS server by using DVTk
Modality Emulator

the Philips PACS.
To verify that data are encrypted between the modality and the PACS

1. Start a packet capture with Cisco Firepower between the
HIPswitches associated with the modality and the PACS,
respectively. A new window will appear with attribute text boxes.
For the Source Host, provide the IP address of the modality’s
HIPswitch. For the Destination Host, provide the IP address of the
PACS HIPswitch.

2. Export the produced packet captures to a packet capture (PCAP)
file.

3. Import the PCAP file into Wireshark and try to read the data
captured.

1. Click the Store Images button to send the selected patient study to

RIS establishes a DICOM connection with the modality to schedule
patient studies.

DICOM communications channel is established between modalities
Expected Results and the PACS.

Modality Emulator can send patient studies to the PACS.
= |n-transit data are encrypted.

The RIS, Modality, and the PACS succeeded in establishing DICOM
connections after microsegmentation was implemented. Data being
transferred from Modality to the PACS was encrypted through the
secured connection.

Actual Results

6.1.6 Test Case: PACS-5

(CR-3) Enterprise Domain and Identity Management—Access Control

Parent Requirement .
(CR-6) Data Security

(CR-3.b) User Authentication, (CR-3.c) Device and System
Testable Requirement Authentication, (CR-3.d) Data Access Control, (CR-6.a) In-Transit
Encryption

Show how clinical departments have access to only their department’s
Description medical images and show that an encrypted connection is used when
clinical departments are accessing medical images.

Associated Test Case PACS-3
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Associated Cybersecurity PR.AC-1, PR.AC-4, PR.AC-7, PR.DS-2, PR.PT-1, PR.PT-3, PR.PT-4
Framework Subcategories

= Define different clinical departments (e.g., radiology, cardiology,
and dermatology).

= Create role-based access control by assigning user accounts to
clinical departments.

= Configure and enable TLS connections on the PACS and VNA.

= Patient records for multiple departments are stored on the VNA.

Preconditions

To transfer patient studies from the Philips PACS server to the
radiology user group on the Hyland VNA server

1. Login to the Philips PACS to view stored patient records.

2. Start a packet capture on Cisco Firepower on the PACS A interface.
A new window will appear with attribute text boxes. For the Source
Host, provide the IP address of the PACS. For the Destination Host,
provide the IP address of the VNA.

3. Select a patient study to send to Hyland VNA to be stored in the
radiology department.

4. Export the selected patient study to the radiology department on
the Hyland VNA.

To confirm that Hyland VNA user accounts can access only approved

departments

5. Loginto the Hyland VNA by using credentials with access to the
radiology department’s patient records.

Procedure

6. Verify that the patient study sent in the steps above is shown.
To evaluate TLS connection from the Philips PACS to Hyland VNA
7. Export the produced packet captures in step 2 to a PCAP file.

8. Import the PCAP file into Wireshark and try to read the captured
data.

9. Verify that the PACS applies encryption to data in-transit and is
unreadable.

= The PACS transfers patient studies to a specific department group
on an archiving system.

= User accounts on the archiving system are restricted to view
records to assigned department.

= Data transfers from the PACS to the VNA are encrypted through
TLS communication.

Expected Results

PACS was able to securely transfer patient studies by using TLS

Actual Results ; ; o
encryption to the radiology group on the archiving system. User
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accounts with access to view radiology patient studies were able to
access only studies linked to the radiology department.

6.1.7 Test Case: PACS-6

(CR-3) Enterprise Domain and Identity Management—Access Control

Parent Requirement .
(CR-6) Data Security

(CR-3.b) User Authentication, (CR-3.c) Device and System
Authentication, (CR-6.a) In-Transit Encryption

Testable Requirement

Description Show how to securely review archived medical images.

Associated Test Case PACS-3

Associated Cybersecurity PR.AC-1, PR.AC-4, PR.AC-7, PR.DS-2, PR.PT-1, PR.PT-3, PR.PT-4
Framework Subcategories

= Enable https connections on a web server and outside web

browser.
= Configure DICOM image web viewer to connect to outside web
browser.
Preconditions = Define different clinical departments (e.g., radiology, cardiology,

and dermatology), and create user accounts to correspond to
clinicians who may work in those departments.

= Create role-based access-control by assigning user accounts to
clinical departments.

To authenticate as a radiology user and securely view patient studies
for radiology department on the VNA

1. Access Hyland NilRead on a web browser by using https
(https://<ip address of NilRead Viewer>).

2. Start a packet capture on Cisco Firepower on the Clinical Viewers
interface. A new window will appear with attribute text boxes. For
the Source Host, provide the IP address of the web viewer. For the

Procedure Destination Host, provide the IP address of the client computer

accessing the PACS viewer through a web browser.

3. Loginto the viewer as a radiology user.

Click the patient study record stored from Test Case 4 and verify
that the viewer is using https when displaying patient images.

To evaluate encrypted data transfers from Hyland VNA to Hyland
NilRead Viewer

5. Export the produced packet captures in step 2 to a PCAP file.
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6. Import the PCAP file into Wireshark and try to read the data
captured.

7. Verify that the VNA applies encryption to data in-transit and is
unreadable.

= DICOM image web viewer should be accessible and display patient
images using https.

Expected Results . . .

= Data sent from an archiving server to the DICOM image web viewer

should be encrypted.

Web viewer securely connected to the archiving server and transmitted

Actual Results S .
patient images to a client computer over https.

6.1.8 Test Case: PACS-7

Parent Requirement (CR-4) Network Control and Security

(CR-4.a) Network Segmentation and VLANSs, (CR-4.b) Firewall, and

Testable Requirement ..
qui Control Policies

Demonstrate network segmentation and routing between VLANs

Description ol . .
P within the PACS architecture by restricting guest network access.

Associated Test Case N/A

Associated Cybersecurity PR.AC-5, PR.PT-1, PR.PT-3, PR.PT-4
Framework Subcategories

= Domain controller is deployed and configured in the Enterprise
Services VLAN.
=  Windows computer is deployed to the guest network.
=  Cisco FTD interfaces are configured.
=  Cisco Firepower access control policy, with a default action of Block
All Traffic, is created and applied to the Cisco FTD Appliance.
=  Cisco Firepower access control policy is configured with the
following access control rules:
e Allow dynamic host configuration protocol (DHCP) traffic
from Guest network to Domain Controller.
e Allow DNS traffic from Guest network to Domain
Controller.
e Allow http and https traffic from Guest network to wide
area network (WAN) interface.
= DHCP relay is configured on the Guest network interface through
Firepower Management Center.

Preconditions

To test that DHCP services are available for Guest network

Procedure

1. Power on Windows computer on the Guest network and log in.
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O N o w

Right-click the Windows Start button and select Network
Connections.

Right-click the network interface connected to the Guest network
and select Properties.

Click Internet Protocol Version 4 (TCP/IPv4), click Properties,
select Obtain an IP address automatically, then click OK.

Run the Command Prompt from the Windows Start button.
At the command line, type ipconfig /all
Ensure the DHCP Enabled is set to Yes.

Ensure the IPv4 Address, Subnet Mask, Default Gateway, and
DHCP Server are populated according to your DHCP settings.

To test that DNS services are available for Guest network

1.

o

Right-click the Windows Start button and select Network
Connections.

Right-click the network interface connected to the Guest network
and select Properties.

Click Internet Protocol Version 4 (TCP/IPv4) and click Properties.
Select Obtain the DNS server address automatically and click OK.

Run the Command Prompt from the Windows Start button.
At the command line, type ipconfig /all

Ensure the DNS Server is populated according to your DHCP
settings.

At the command line, type nsloockup

Verify that the Default Address and Address are populated with
the correct DNS server.

At the prompt, type a URL (nist.gov) and ensure that an IP
address (129.6.13.49) is returned by the DNS server.

To test that traffic from Guest network to internal VLANSs is blocked

1.

2.

Open a web browser from the Windows computer connected to
the Guest network.

Type into the address bar an IP address (192.168.140.131) that
corresponds to a PACS web server from one of the internal PACS
VLANSs. The web browser should not be able to retrieve the web
page.

Right-click on the Windows Start button and select Command
Prompt. At the command line, attempt to ping the VNA server

from one of the internal PACS VLANSs by typing ping
192.168.130.120

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS)

80



"$2-008T"dS 1SIN/8Z09°0T /840" 10p//:sd1Yy :woly 984eYd JO 9314 3|e|IeAe s| uonealjgnd siy L

4. Ensure command prompt returns Request timed out and no
packets are received.

To test that only web traffic from Guest network to the WAN is allowed

1. Open a web browser from the Windows computer connected to
the Guest network.

Type a URL (https://www.nist.gov/) into the address bar.

Wait for website to load properly.

Right-click the Windows Start button and select Command
Prompt.

5. At the command line, attempt to ping an external web server by
typing ping nist.gov

6. Ensure the command prompt returns Request timed out and no
packets are received.

=  Computers with interfaces connected to the Guest network will
automatically be provisioned an IPv4 address.

=  Computers with interfaces connected to the Guest network will
automatically be provisioned a DNS server address.

Expected Results = All traffic, excluding the exceptions for DNS and DHCP, originating
from the Guest network and destined for any internal PACS VLAN
will be blocked.

= http and https traffic originating from the Guest network and
destined for the WAN interface will be allowed.

Upon booting up for the first time, the Windows computer on the
Guest network was allocated an IPv4 address within the DHCP scope
address pool and provisioned a DNS server address and was
successfully able to resolve the IP address of a provided URL. The
Actual Results computer was not able to communicate with other devices in the
internal PACS VLANs (192.168.140.131 and 192.168.130.120) using
different network protocols (https and internet control message
protocol) but was able to communicate with external web servers
through a web browser using http and https.

6.1.9 Test Case: PACS-8

Parent Requirement (CR-4) Network Control and Security

Testable Requirement (CR-4.d) Anomalies and Events Detection (Behavioral Analytics)

Demonstrate the capability to detect abnormal network traffic across
the PACS architecture.

Description

Associated Test Case PACS-7
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Associated Cybersecurity DE.AE-1, DE.AE-2, DE.AE-3, DE.AE-5, DE.CM-1, DE.CM-3, and DE.CM-7
Framework Subcategories

PACS architecture is implemented and network connections have
been tested and are operational.

Zingbox Inspector is deployed and configured in the Security
Services VLAN.

Virta Labs BlueFlow is deployed and configured in the Security
Services VLAN.

Preconditions

1. Open a web browser and navigate to the web portal of Virta Labs
BlueFlow.

Enter credentials and log in.
Navigate to Connectors > Discovery.

Enter a subnet range (192.168.0.0/16) on which BlueFlow will run
an IP scan.

5. Click Run and wait for the discovery process to finish.

Open a web browser and navigate to the web portal of Zingbox
Cloud.

7. Enter credentials and log in.

Procedure

Navigate to Alerts > Security Alerts.

9. Under Alerts, look for an alert named Suspicious internal IP scans
and an alert type of scanner.

10. Expand the alert, hover over a subsection, and click View Details.

11. On the Alert Details page, verify that the client IP that the IP scans
originated from corresponds to the BlueFlow device.

= Zingbox correctly identifies BlueFlow’s IP scan and creates a
security alert for suspicious activity.

Expected Results

Zingbox identified BlueFlow’s IP scan as suspicious activity and created
a security alert. Zingbox also created a security alert the second time a
BlueFlow IP scan was run but stopped creating alerts for subsequent IP
scans from the BlueFlow device. While the BlueFlow scan was
approved and not malicious, this type of scanning can be performed by
malicious devices attempting to discover devices on the network.

Actual Results

6.1.10 Test Case: PACS-9

. (CR-4) Network Control and Security
Parent Requirement . . .
(CR-5) Endpoint Protection and Security
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Testable Requirement

Description

Associated Test Case

Associated Cybersecurity
Framework Subcategories

Preconditions

Procedure

(CR-4.e) Intrusion Detection and Prevention, (CR-5.a) Device Hardening
and Configuration, (CR-5.b) Malware Detection and Prevention

Demonstrate the capability to detect threats affecting PACS servers
and related end points. This test also demonstrates an intrusion
detection capability.

N/A

DE.CM-1, DE.CM-4, PR.PT-1, PR.PT-3, PR.PT-4

= PACS architecture is implemented and network connections have
been tested and are operational.

= Symantec Endpoint Protection appliance is deployed and
configured in the Security Services VLAN.

= Symantec Endpoint Protection agent is installed on an end point.

= The endpoint agent is connected to the Symantec Endpoint
Protection Manager.

To verify that the endpoint agent is connected to the SEP management
server

1. Loginto the SEP management console
(https://192.168.190.172:8443/console/apps/sepm), click Clients,
and select the target group (e.g., PACS).

2. Click the Client tab in the PACS group to list the client information
in a table.

3. The endpointis listed under the Name column with a Health State
of online.

To verify that the endpoint receives the current policy updates

1. Navigate to the Client tab in the SEP management console.

2. The policy serial number should match the serial number of the
endpoint found at Help > Troubleshooting in the endpoint agent.

To verify that the proper protections are enforced on the endpoint

1. Navigate to the Client tab in the SEP management console.

2. Inthe PACS group, change the drop-down list selection to
Protection Technology, and review the protection categories
status (enabled or disabled).

To add a System Lockdown policy to prevent unwanted applications

from running

1. Enable the System Lockdown policy from the parent group of PACS.

2. Select the Blacklist Mode, add a test application (e.g., 7zFM.exe) to
the list, and save the policy.
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3. From the end point, click the Symantec shield icon, and click
Update Policy.

To verify that the virus and spyware protection policy works

1. Use a browser on the end point to download an anti-virus test file
from the EICAR website (https://www.eicar.org/).

Click the image labeled DOWNLOAD ANTI MALWARE TESTFILE.

Click the eicar.com link under Download area using the secure, SSL
enabled protocol https.

4. A Symantec notification will appear, informing you that a risk is
found.

= Files added to this list are not allowed to be run.
Expected Results = Linking to the test virus file will lead to a warning, and the threat
should be locked.

Prior to the lockdown policy enforcement, the 7zFM.exe file and 7zFM
file manager console were able to run on the end point. After the
lockdown policy enforcement, the 7zFM.exe file was not able to run,
and a warning message appeared stating, “Windows cannot access the
specified device, path, or file. You may not have the appropriate
permissions to access the item.”

Actual Results

When accessing the malware test file, the following message appeared:
“Symantec Endpoint Protection [SID:24461] Diagnostic: EICAR Standard
Anti-Virus Test File detected, Symantec Service Framework.”

6.1.11 Test Case: PACS-10

(CR-3) Enterprise Domain and Identity Management—Access Control

Parent Requirement
(CR-7) Remote Access

Testable Requirement (CR-3.a) Privileged Access Management, (CR-3.b) User Authentication

Demonstrate the capability to provide controlled remote access to
PACS using two-factor authentication.

Associated Test Case PACS-3

Associated Cybersecurity PR.AC-3
Framework Subcategories

Description

= TDi Technology ConsoleWorks is installed and configured to use
active directory for username and password authentication.

=  Proper access control rules, tags, and profiles are defined to allow
access to necessary resources.

Preconditions
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= User accounts for remote access are set up and linked to profiles
set for each remote user who needs to access the PACS servers.

= Symantec VIP Enterprise Gateway is installed and integrated with
ConsoleWorks by using the RADIUS connection.

= To supplement standard username/password logins on a variety of
servers and services, the VIP Access mobile phone application is
installed, and a credential ID has been acquired from Symantec for
receiving time-sensitive tokens.

= Test user credentials are registered in the VIP manager and
associated to the account.

To verify that username/password are not sufficient to log in

1. Use a web browser to connect to the TDi console
(https://192.168.1.4:5176) and log in with username/password.

2. Verify that the login is unsuccessful.
To verify the two-factor authentication using username/password with

a VIP token

1. Use a browser to connect to the TDi console:
(https://192.168.1.4:5176).

2. Open the VIP Access mobile phone application. It should display a

AR security code with a valid time duration.

3. Login to the TDi console with username/password followed by the
VIP security token found in the mobile phone application.

To verify that the user can access only the granted resources

1. Select the Graphical menu to open a Graphical View.

2. Check the list of graphical connections to ensure that only allowed
connections are visible.

3. Check each of the graphical connections by clicking Connect and
verifying that the console properly connects.

= Logging in to the TDi console with a valid username/password
without a 2FA token should fail with the message “Invalid User
Credentials.”

= Logging in to the TDi console with a valid username/password with
valid 2FA token should be successful.

= Authenticated user should have access to the list of approved
graphical connections and should be able to connect to these
servers.

Expected Results

Using a pre-created Hyland user as an example, the first attempt to log
Actual Results in to the TDi console with only a username and password failed. The
second attempt to log in, this time with a 2FA token, was successful.
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From the dashboard, the Graphical View menu was opened, and only
approved graphical connections that were visible to the Hyland user

(e.g., Hyland VNA, Hyland Database). The user was able to connect to
these remote servers and authenticate with a Hyland service account.

6.1.12 Test Case: PACS-11

Parent Requirement

Testable Requirement

Description

Associated Test Case

Associated Cybersecurity
Framework Subcategories

Preconditions

Procedure

(CR-1) Business workflows that support image archiving and retrieving
from archival (e.g., PACS and VNA) are performed.
(CR-3) Enterprise Domain and Identity Management—Access Control

(CR-1) Sample Radiology Practice Workflows, (CR-3.c) Device and System
Authentication

Demonstrate that the installed PACS and the VNA system can connect to
a dedicated remote cloud storage server to archive patient images.

PACS-1

PR.AC-1, PR.AC-7

= PACS-1 test case produces successful results that prove the PACS
created patient studies and the VNA stored the studies.

= A Microsoft Azure storage account exists.

= The VNA contains a Microsoft Azure storage archive device instance.

= The VNA radiology storage application connects to the VNA Azure
Archive device.

1. Login to the Hyland VNA Acuo Admin Portal.

2. Navigate to Storage Management > Archive Devices.

3. Add a New Azure Archive Device.

4. Enter Microsoft Azure account information provided after creating a
storage blob for the VNA (e.g., Account Name, Account Key)

5. Click Test Connection.

6. Change a few characters in the Account Key.

7. Click Test Connection.

To identify when images should be archived in the Azure cloud storage

for testing purposes

8. Loginto Hyland Acuo Admin Portal.

9. Navigate to Storage Applications > RADIOLOGY.

10. Click Azure Archive Device.

11. Set the parameters for when the VNA should store patient studies in
Microsoft Azure for archival. For testing purposes, set all parameters
to 0.

12. Check Write files to archive.

To identify how long images should stay in the cache for testing

purposes
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13. Log in to Hyland Acuo Admin Portal.

14. Navigate to Storage Applications > RADIOLOGY.

15. Click Edit Cache Cleaner Configuration.

16. Set the parameters for how long the VNA should retain patient
studies in the cache. For testing purposes, keep patient studies in the
cache for 3 days.

17. Check Verify Archive Location Before Removing from Image Cache.

To store images in Microsoft Azure Cloud Storage

18. Log in to the PACS server.

19. Select a patient study to send to Hyland VNA to store in the
radiology department.

20. Export the selected patient study to the radiology department on the
Hyland VNA.

21. The VNA will receive the patient study and automatically send the
patient study to Microsoft Azure.

To retrieve images stored in Microsoft Azure Cloud Storage

22. Log in to NilRead and verify that the patient study stored is
accessible.

23. Open the patient study.

24. Verify the study retrieval from cloud storage by evaluating metadata
stored in the underlying database.

To retrieve images stored in VNA Cache

25. Log in to NilRead and verify that the patient study stored is
accessible.

26. Open the patient study.

27. Verify the study retrieval from cache by evaluating metadata stored
in the underlying database.

= Hyland Acuo VNA should automatically store patient studies in
Microsoft Azure within the time frame identified.

Expected Results = VNA should retain studies in the cache for the time frame identified.

= The user should be able to retrieve images stored in Microsoft Azure
cloud storage or the VNA's cache.

Microsoft Azure successfully received and stored a patient study in the

Actual Results dedicated storage blob. Users were able to retrieve the study stored in

the cloud instance and in the VNA’s cache.

6.1.13 Test Case: PACS-12

Parent Requirement (CR-6) Data Security

Testable Requirement (CR-6.a) In-Transit Encryption

Demonstrate secure transfer of medical images from VNA to Remote
Cloud Storage using TLS.

Description
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Associated Test Case \ N/A

ST =0 eV T T s PR.DS-2, PR.PT-4
Framework Subcategories

= VNA and Microsoft Azure can communicate with each other.

=  Microsoft Azure cloud storage instance is associated with the VNA's
radiology department.

= PACS server contains simulated patient studies.

= A network traffic analyzer is set up to evaluate packet transfers
between the VNA and Microsoft Azure.

Preconditions

1. Logintothe PACS server.

2. Select a patient study to send to Hyland VNA to store in the
radiology department.

3. Export the selected patient study to the radiology department on
the Hyland VNA.

4. Start a packet capture on Cisco Firepower on the PACS A interface. A
new window will appear with attribute text boxes. For the Source
Host, provide the IP address of the VNA. For the Destination Host,
provide the IP address of the cloud storage blob.

5. The VNA will receive the patient study and automatically store the
patient study to Microsoft Azure.

6. Export the packet captures produced from step 4 to a PCAP file.

7. Import the PCAP file into Wireshark and try to read the data
captured.

8. Verify that the VNA applies encryption to data in-transit and is
unreadable.

= VNA utilizes TLS encryption for data transfers from the VNA to a

Expected Results Microsoft Azure cloud storage blob.

VNA was able to securely transfer patient studies by using TLS

Actual Results . .
encryption to the Microsoft Azure storage blob.

Procedure

7 Future Build Considerations

The healthcare landscape continues to evolve as industry develops and adopts new technologies and
services. In the medical imaging ecosystem, one such new development is the use of cloud-based
enterprise imaging solutions. These solutions can help ensure data security in the event of a disaster,
increase patient access to their own data, and improve efficiencies within the HDO. However, cloud-
based enterprise imaging solutions may introduce new cybersecurity risks. An update to this practice
guide could review the implications and potentially improve the cybersecurity of cloud-based enterprise
imaging solutions.
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2FA
AES
AD
ARP
AV
CIA
CcT
DHCP
DICOM
DNS
DoS
EHR
FDA
FIM
FTD
GRC
HDO
HIP
HIPAA
HIPS
HIS
HL?7

HTM
http

Two-Factor Authentication

Advanced Encryption Standard

Active Directory

Address Resolution Protocol

Anti-Virus

Confidentiality, Integrity, and Availability
Computed Tomography

Dynamic Host Configuration Protocol
Digital Imaging and Communications in Medicine
Domain Name System

Denial of Service

Electronic Health Record

Food and Drug Administration

File Integrity Monitoring

Firepower Threat Defense

Governance, Risk, and Compliance
Healthcare Delivery Organization

Host Identity Protocol

Health Insurance Portability and Accountability Act
Host Intrusion Prevention System

Health Information System

Health Level 7

Healthcare Technology Management

Hypertext Transfer Protocol
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https
IDN
IDS
IEC
IETF
IHE
loT
IPSec
IT
MAC
MFA
MRI
NCCoE
NGFW
NIST
Paa$
PACS
PAM
PCAP
PET
PHI
PKI
RADIUS
RBAC
RIS
RMF

Hypertext Transfer Protocol Secure

Identity Defined Networking

Intrusion Detection System

International Electrotechnical Commission
Internet Engineering Task Force

Integrating the Health Enterprise

Internet of Things

Internet Protocol Security

Information Technology

Media Access Control

Multifactor Authentication

Magnetic Resonance Imaging

National Cybersecurity Center of Excellence
Next Generation Firewall

National Institute of Standards and Technology
Platform as a Service

Picture Archiving and Communication System(s)
Privileged Access Management

Packet Capture

Positron Emission Tomography

Protected Health Information

Public Key Infrastructure

Remote Authentication Dial-In User Service
Role Based Access Control

Radiology Information System

Risk Management Framework
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RSA
SDN
SP

SSE
SSL/TLS
TCP/IP
URL
ViP
VLAN
VNA
VPN

Rivest-Shamir-Adleman

Software Defined Networking

Special Publication

Systems Security Engineering

Secure Socket Layer/Transport Layer Security
Transmission Control Protocol/Internet Protocol
Uniform Resource Locator

Validation and ID Protection

Virtual Local Area Network

Vendor Neutral Archive

Virtual Private Network
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This practice guide limits its scope to a defined boundary regarding scheduling, acquiring, using, and
storing medical imaging and associated information for those images. Conceptually, this is bound in a
medical imaging ecosystem and applies contextual controls to that ecosystem. Healthcare delivery
organization (HDO) environments, however, feature greater complexity than this practice guide may
address. That is, the medical imaging ecosystem resides within an enterprise infrastructure that should
implement a pervasive set of controls. The project assumes that an HDO implements pervasive controls
that may have material impact on mitigating the HDO’s overall cybersecurity risk profile, but the project
did not implement in the lab build. Pervasive controls may be inherited by systems that operate within
the HDO infrastructure, but coverage may not be absolute. Therefore, practitioners may implement
contextual controls to address gaps or to augment pervasive control capabilities. Pervasive controls tend
to be organizational in scope, although they may also apply to specific systems and network
components within the organization. Pervasive controls may be technical or procedural in nature. The
pervasive control concept is borrowed from auditing frameworks that discuss the use of entity controls
that have varying degrees of effects that are pervasive or have a widespread effect across an entity or
organization [37].

An analogy can help explain the pervasive control concept. An individual may live in a house or
apartment, which exists in a neighborhood. That neighborhood may then be part of a town or a city. The
town or city may include a number of services, such as police, fire, and rescue. The town or city (or
through a third-party service) may also provide utilities, such as water and electricity, to its residents.
Pervasive controls are those that, while available to the house or apartment, the occupant has not
implemented or have direct control over. The house or apartment may have locks, alarms, or fire-
suppressant devices that the occupant installed or has direct control over. Those controls are contextual
to the house or apartment. In this analogy, the medical imaging ecosystem is the house that resides in
an HDO town or city.

Pervasive control examples within HDOs include governance, risk, and compliance (GRC) systems that
address a diverse range of functions needed to operate a cybersecurity strategy, including performance
and management of enterprise risk, tracking information technology (IT) assets, incident response
processes, IT disaster recovery and business continuity, and data loss prevention (DLP), which would
prevent data exfiltration by using tools that are outside the picture archiving and communication system
(PACS) and medical imaging ecosystem. This project implemented contextual controls pertinent to the
medical imaging ecosystem and assumes implementation of pervasive controls across the enterprise.
For purposes of this project, pervasive controls that we feel are material but are not implemented in the
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medical imaging ecosystem context pertinent to the immediate control environment of the laboratory’s

PACS environment are noted in Table C-1 below.

Table C-1 Pervasive Security Controls

Cybersecurity

Framework
Subcategory

ID.AM-1, ID.AM-2

Description

ID.AM-1: Physical
devices and systems
within the organization
are inventoried.
ID.AM-2: Software
platforms and
applications within the
organization are
inventoried.

Potential Implementation

GRC suite that includes an asset management
module. A potential tool that may address may be
Clearwater Compliance IRM Analysis tool.

The application of such tools would address IT
general assets such as servers, workstations, and
other components that may interact with the PACS
environment but do not fall within the control
environment established for this project.

IT general assets may be managed by a centralized
IT organization that is not directly involved in
supporting or maintaining the PACS environment or
medical imaging devices.

ID.RA-4, ID.RA-6

ID.RA-4: Potential
business impacts and
likelihoods are
identified.

ID-RA6: Risk responses
are identified and
periodized.

These two controls address enterprise risk
management. ID.RA-4 may be addressed through
implementing business impact assessments or
enterprise risk assessments.

ID.RA-6 considers the case where enterprise risk
has been identified or where the HDO has
determined that existing controls need to be
enhanced or added. Those determinations are
often documented in a Plan of Action and
Milestones that describes tasks needing to be
addressed, resources required, and milestone dates
for realizing tasks.

Typical control implementation to address ID.RA-4
and ID.RA-6 would include a GRC suite with an
enterprise risk management module.

The Clearwater Compliance IRM Analysis tool may
be relevant as well.

PR.AC-2

PR.AC-2: Physical
access to assets is
managed and
protected.

Server assets may be hosted in a data center with
appropriate physical security and environmental
controls.
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Cybersecurity

Framework
Subcategory

PR.DS-5

Description

PR.DS-5: Protections
against data leaks are
implemented.

Potential Implementation

This control addresses the possibility of data
exfiltration and may consider options wherein
clinical or other sensitive data are migrated outside
the HDO perimeter by using email or web services.
Typical controls to be deployed at the internet
border may include DLP tools. An example tool may
be the Symantec DLP solution.

PR.IP-6

PR.IP-6: Data is
destroyed according to
policy.

This control addresses the need to destroy data as
appropriate should that data reach its end of life.
PACS and VNA control mechanisms would address
objects within their purview, but HDOs should look
at pervasive mechanisms to address when data may
reside on workstations, endpoint devices, or
removable media. In addressing appropriate data
destruction measures, HDOs should consult
National Institute of Standards and Technology
Special Publication 800-88 Rev. 1, Guidelines for
Media Sanitation.

PR.IP-9
PR.IP-10

PR.IP-9: Response
plans (Incident
Response and Business
Continuity) and
recovery plans
(Incident Recovery and
Disaster Recovery) are
in place and managed.
PR.IP-10: Response and
recovery plans are
tested.

These controls pertain to enterprise response and
recovery planning, including disaster recovery, and
assurance that the plans are regularly tested.

Incident response planning may be addressed in
several different ways that include establishing an
incident response team, capturing data regarding
reported or detected security events, and
remediating. Inclusive of establishing incident
response procedures, organizations may consider
developing “play books” that could consist of
established procedures based on determining
certain threat types that may require courses of
action different from standard incident handling.

Recovery plans, which may consist of business
continuity plans, and disaster recovery plans should
be established. Organizations may consider
maintaining these plans, including establishing play
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Cybersecurity Description

Framework
Subcategory

Potential Implementation

books, as maintained out of band, e.g., in physical
format or in mechanisms that provide assurance
that the plans themselves are inaccessible in case of
a security event.

Management of such plans may be maintained in
GRC suites that include modules designed to house
such plans and establish regular testing schedules.

RS.RP-1 Response planis
executed during or
after an event.

Response plans may be managed through a GRC
solution. Physical copies of response plans should
be maintained to allow for potential system
outages.

RC.RP-1 Recovery plan is
executed during or
after a cybersecurity

incident.

Recovery plans may be managed through a GRC
solution. Physical copies of recovery plans should
be maintained to allow for potential system
outages.
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Appendix D Aligning Controls Based on Threats

C/1/A Threat Event

C Abuse of credentials or
insider threat

National Institute of Standards and Technology
Cybersecurity Framework Mitigating Control

PROTECT (PR)
Access Control
User Identification and Authentication

DETECT (DE)

Anomalies and Events Detection
Security Continuous Monitoring

C Credential compromise

PROTECT (PR)

Access Control
User Identification and Authentication

DETECT (DE)

Anomalies and Events Detection
Security Continuous Monitoring

C Data exfiltration

PROTECT (PR)

Data Security and Privacy
Information Protection Processes and Procedures
Protective Technology

DETECT (DE)

Anomalies and Events Detection
Security Continuous Monitoring

I Data-in-transit disruption

PROTECT (PR)

Data Security and Privacy
Communications and Network Security

DETECT (DE)

Anomalies and Events Detection
Security Continuous Monitoring

| Data alteration

PROTECT (PR)

Access Control

Data Security and Privacy
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Threat Event

National Institute of Standards and Technology

Cybersecurity Framework Mitigating Control

DETECT (DE)

Anomalies and Events Detection

Security Continuous Monitoring

I Time synchronization

PROTECT (PR)

Data Security and Privacy
Maintenance
Communications and Network Security

DETECT (DE)

Anomalies and Events Detection
Security Continuous Monitoring

| Introduction of malicious
software

PROTECT (PR)

Protective Technology

DETECT (DE)

Anomalies and Events Detection
Security Continuous Monitoring

I Unintended use of service

IDENTIFY (ID)

ID.AM-2: Software platforms and applications within the
organization are inventoried.

PROTECT (PR)

PR.PT-3: The principle of least functionality is incorporated by
configuring systems to provide only essential capabilities.

DETECT (DE)

Security Continuous Monitoring

A Data storage disruption

IDENTIFY (ID)

ID.BE-5: Resilience requirements to support delivery of
critical services are established for all operating states (e.g.,
under duress/attack, during recovery, during normal
operations).

PROTECT (PR)

NIST SP 1800-24B: Securing Picture Archiving and Communication System (PACS) 101




"$2-008T"dS 1SIN/8Z09°0T /840" 10p//:sd1Yy :woly 984eYd JO 9314 3|e|IeAe s| uonealjgnd siy L

Threat Event

National Institute of Standards and Technology

Cybersecurity Framework Mitigating Control

Data Security and Privacy
Information Protection Processes and Procedures
Communications and Network Security

PR.PT-5: Mechanisms (e.g., failsafe, load balancing, hot swap)

are implemented to achieve resilience requirements in
normal and adverse situations.

A Network disruption

PROTECT (PR)

Data Security and Privacy
Communications and Network Security

DETECT (DE)

Anomalies and Events Detection
Security Continuous Monitoring

A Backup/recovery disruption

PROTECT (PR)

Information Protection Processes and Procedures

RECOVER (RC)

Recovery and Restoration

A Supply chain compromise

IDENTIFY (ID)
ID.SC-5: Response and recovery planning and testing are
conducted with suppliers and third-party providers.
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Certain commercial entities, equipment, products, or materials may be identified by name of company
logo or other insignia in order to acknowledge their participation in this collaboration or to describe an
experimental procedure or concept adequately. Such identification is not intended to imply special
status or relationship with NIST or recommendation or endorsement by NIST or NCCoE; neither is it
intended to imply that the entities, equipment, products, or materials are necessarily the best available
for the purpose.

National Institute of Standards and Technology Special Publication 1800-24C, Natl. Inst. Stand. Technol.
Spec. Publ. 1800-24C, 255 pages, (December 2020), CODEN: NSPUE2

As a private-public partnership, we are always seeking feedback on our practice guides. We are
particularly interested in seeing how businesses apply NCCoE reference designs in the real world. If you
have implemented the reference design, or have questions about applying it in your environment,
please email us at hit_nccoe@nist.gov.

All comments are subject to release under the Freedom of Information Act.

National Cybersecurity Center of Excellence
National Institute of Standards and Technology
100 Bureau Drive
Mailstop 2002
Gaithersburg, MD 20899

Email: nccoe@nist.gov
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The National Cybersecurity Center of Excellence (NCCoE), a part of the National Institute of Standards
and Technology (NIST), is a collaborative hub where industry organizations, government agencies, and
academic institutions work together to address businesses’ most pressing cybersecurity issues. This
public-private partnership enables the creation of practical cybersecurity solutions for specific
industries, as well as for broad, cross-sector technology challenges. Through consortia under
Cooperative Research and Development Agreements (CRADAs), including technology partners—from
Fortune 50 market leaders to smaller companies specializing in information technology security—the
NCCoE applies standards and best practices to develop modular, adaptable example cybersecurity
solutions using commercially available technology. The NCCoE documents these example solutions in
the NIST Special Publication 1800 series, which maps capabilities to the NIST Cybersecurity Framework
and details the steps needed for another entity to re-create the example solution. The NCCoE was
established in 2012 by NIST in partnership with the State of Maryland and Montgomery County,
Maryland.

To learn more about the NCCoE, visit https://www.nccoe.nist.gov/. To learn more about NIST, visit
https://www.nist.gov.

NIST Cybersecurity Practice Guides (Special Publication 1800 series) target specific cybersecurity
challenges in the public and private sectors. They are practical, user-friendly guides that facilitate the
adoption of standards-based approaches to cybersecurity. They show members of the information
security community how to implement example solutions that help them align with relevant standards
and best practices, and provide users with the materials lists, configuration files, and other information
they need to implement a similar approach.

The documents in this series describe example implementations of cybersecurity practices that
businesses and other organizations may voluntarily adopt. These documents do not describe regulations
or mandatory practices, nor do they carry statutory authority.

Medical imaging plays an important role in diagnosing and treating patients. The system that manages
medical images is known as the picture archiving communication system (PACS) and is nearly ubiquitous
in healthcare environments. PACS is defined by the Food and Drug Administration as a Class Il device
that “provides one or more capabilities relating to the acceptance, transfer, display, storage, and digital
processing of medical images.” PACS centralizes functions surrounding medical imaging workflows and
serves as an authoritative repository of medical image information.
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PACS fits within a highly complex healthcare delivery organization (HDO) environment that involves
interfacing with a range of interconnected systems. PACS may connect with clinical information
systems and medical devices and engage with HDO-internal and affiliated health professionals.
Complexity may introduce or expose opportunities that allow malicious actors to compromise the
confidentiality, integrity, and availability of a PACS ecosystem.

The NCCoE at NIST analyzed risk factors regarding a PACS ecosystem by using a risk assessment based on
the NIST Risk Management Framework. The NCCoE also leveraged the NIST Cybersecurity Framework
and other relevant standards to identify measures to safeguard the ecosystem. The NCCoE developed an
example implementation that demonstrates how HDOs can use standards-based, commercially available
cybersecurity technologies to better protect a PACS ecosystem. This practice guide helps HDOs
implement current cybersecurity standards and best practices to reduce their cybersecurity risk and
protect patient privacy while maintaining the performance and usability of PACS.

KEYWORDS

access control; auditing; authentication; authorization; behavioral analytics; cloud storage; DICOM, EHR;
electronic health records; encryption; microsegmentation; multifactor authentication; PACS; PAM;
picture archiving and communication system; privileged account management; vendor neutral archive;
VNA
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The Technology Partners/Collaborators who participated in this build submitted their capabilities in
response to a notice in the Federal Register. Respondents with relevant capabilities or product
components were invited to sigh a Cooperative Research and Development Agreement (CRADA) with
NIST, allowing them to participate in a consortium to build this example solution. We worked with:

Technology Partner/Collaborator Build Involvement

Cisco

Cisco Firepower Version 6.3.0
Cisco Stealthwatch Version 7.0.0

Clearwater Compliance

Clearwater Information Risk Management Analysis

DigiCert DigiCert PKI Platform

Forescout Forescout CounterACT 8

Hyland Hyland Acuo Vendor Neutral Archive Version 6.0.4
Hyland NilRead Enterprise Version 4.3.31.98805
Hyland PACSgear Version 4.1.0.64

Microsoft Azure Active Directory

Azure Key Vault Version

Azure Monitor

Azure Storage

Azure Security Center Version Standard
Azure Private Link

Philips Healthcare

Philips Enterprise Imaging Domain Controller
Philips Enterprise Imaging IntelliSpace PACS
Philips Enterprise Imaging Universal Data Manager

Symantec, a division of Broadcom

Symantec Endpoint Detection and Response (EDR)
Version 4.1.0

Symantec Data Center Security: Server Advanced (DCS:SA)
Version 6.7

Symantec Endpoint Protection (SEP 14) Version 14.2

Symantec Validation and ID Protection Version 9.8.4
Windows
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The following volumes of this guide show information technology (IT) professionals and security
engineers how we implemented this example solution. We cover all of the products employed in this
reference design. We do not re-create the product manufacturers’ documentation, which is presumed
to be widely available. Rather, these volumes show how we incorporated the products together in our
environment.

Note: These are not comprehensive tutorials. There are many possible service and security configurations
for these products that are out of scope for this reference design.

1.1 How to Use this Guide

This National Institute of Standards and Technology (NIST) Cybersecurity Practice Guide demonstrates a
standards-based reference design and provides users with the information they need to replicate all or
parts of the example implementation that was built in the National Cybersecurity Center of Excellence
(NCCoE) lab. This reference design is modular and can be deployed in whole or in part.

This guide contains three volumes:

= NIST SP 1800-24A: Executive Summary
= NIST SP 1800-24B: Approach, Architecture, and Security Characteristics — what we built and why

= NIST SP 1800-24C: How-To Guides — instructions for building the example solution (you are
here)

Depending on your role in your organization, you might use this guide in different ways:

Business decision makers, including chief security and technology officers, will be interested in the
Executive Summary, NIST SP 1800-24A, which describes the following topics:

= challenges that enterprises face in securing a Picture Archiving and Communication System
(PACS)

= example solution built at the NCCoE
= benefits of adopting the example solution

Technology or security program managers who are concerned with how to identify, understand, assess,
and mitigate risk will be interested in NIST SP 1800-24B, which describes what we did and why. The
following sections will be of particular interest:

= Section 3.4, Risk Assessment, describes the risk analysis we performed.

= Section 3.5, Security Control Map, maps the security characteristics of this example solution to
cybersecurity standards and best practices.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS) 1
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You might share the Executive Summary, NIST SP 1800-24A, with your leadership team members to help
them understand the importance of adopting standards-based, commercially available technologies that
can help secure a PACS ecosystem.

IT professionals who want to implement an approach like this will find this whole practice guide useful.
You can use this How-To portion of the guide, NIST SP 1800-24C, to replicate all or parts of the build
created in our lab. This How-To portion of the guide provides specific product installation, configuration,
and integration instructions for implementing the example solution. We do not recreate the product
manufacturers’ documentation, which is generally widely available. Rather, we show how we
incorporated the products together in our environment to create an example solution.

This guide assumes that IT professionals have experience implementing security products within the
enterprise. While we have used a suite of commercial products to address this challenge, this guide does
not endorse these particular products. Your organization can adopt this solution or one that adheres to
these guidelines in whole, or you can use this guide as a starting point for tailoring and implementing
parts of a PACS security solution. Your organization’s security experts should identify the products that
will best integrate with your existing tools and IT system infrastructure. We hope that you will seek
products that are congruent with applicable standards and best practices. Section 3.6, Technologies, in
NIST SP 1800-248B lists the products that we used and maps them to the cybersecurity controls provided
by this reference solution.

A NIST Cybersecurity Practice Guide does not describe “the” solution, but a possible solution.
Comments, suggestions, and success stories will improve subsequent versions of this guide. Please
contribute your thoughts to hit nccoe@nist.gov.

Acronyms used in figures can be found in Appendix A.

1.2 Build Overview

The NCCoE built a hybrid virtual-physical laboratory environment to explore methods to effectively
demonstrate the capabilities in securing a PACS ecosystem. While the project implemented PACS and
vendor neutral archive (VNA) solutions as well as security controls, the environment leveraged modality
emulation to simulate medical image acquisition. The project also implemented an emulated radiology
information system (RIS), used to generate modality work lists and therefore, support common medical
imaging workflows. The project then applied security controls to the lab environment. Refer to NIST
Special Publication (SP) 1800-24B, Approach, Architecture, and Security Characteristics, for an
explanation of why we used each technology.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS) 2
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1.3 Typographic Conventions

The following table presents typographic conventions used in this volume.

Typeface/Symbol Meaning Example
Italics file names and path names; For language use and style guidance,
references to documents that | see the NCCoE Style Guide.
are not hyperlinks; new
terms; and placeholders
Bold names of menus, options, Choose File > Edit.
command buttons, and fields
Monospace command-line input, mkdir

onscreen computer output,
sample code examples, and
status codes

Monospace Bold

command-line user input
contrasted with computer
output

service sshd start

blue text

link to other parts of the
document, a web URL, or an
email address

All publications from NIST’s NCCoE
are available at
https://www.nccoe.nist.gov.

1.4 Logical Architecture Summary

Figure 1-1 depicts a reference network architecture, introduced in NIST SP 1800-24B, Section 4.2, Final
Architecture, which defines groupings that translate to network segments or zones. The rationale
behind segmentation and zoning is to limit trust between areas of the network. In considering a hospital
infrastructure, the NCCoE identified devices and usage and grouped them by usage. The grouping
facilitated network zone identification. Once zones are defined, infrastructure components may be
configured so that those zones do not inherently have network access to other zones within the hospital
network infrastructure. Segmenting the network in this fashion limits the overall attack surface posed to
the PACS environment and considers the network infrastructure configuration as part of an overall

defense-in-depth strategy.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS)
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Figure 1-1 PACS Final Architecture
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This section of the practice guide contains detailed instructions for installing and configuring the
products that the NCCoE used to build an instance of the example solution.

The project implemented security capabilities across the laboratory infrastructure to safeguard the
emulated modalities, emulated RIS, viewer workstations, and PACS and VNA systems. Security control
products that align with capabilities were implemented for the environment. Products that align with
the security capabilities are enumerated in NIST 1800-24B, Section 3.6, Technologies, Table 3-5.

2.1 Picture Archiving and Communication System (PACS)

This project implemented two separate PACS: Philips IntelliSpace solution and an open-source PACS
(DCMA4CHEE). These PACS emulate the case where a healthcare delivery organization (HDO) may have
different PACS vendors installed in its environment.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS)
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2.1.1  Philips IntelliSpace PACS

The project implemented the Philips IntelliSpace PACS solution as a central component to the lab build.
IntelliSpace includes several common features, such as the ability to integrate Digital Imaging and
Communications in Medicine (DICOM) and non-DICOM images and allowed the project team to emulate
common medical-imaging workflow processes. The project deploys an IntelliSpace instance to receive
images from an open-source modality emulator tool, which allows the project to simulate working HDO
environments. The project integrates IntelliSpace with the Hyland VNA solution also installed in the lab.

System Requirements

The Philips IntelliSpace system consists of several components installed on different VMware virtual
machines (VMs). Table 2-1 depicts base configuration requirements to construct the IntelliSpace VMs.

Table 2-1 Base VM Configuration Requirements

VM Name Description Central Memory Storage Operating Software
Processing System
Unit (CPU)
DC1 Domain 4 8 gigabytes 200 GB | Microsoft | Microsoft
Controller (GB) of Windows | Structured Query
(DC) random Server Language (SQL)
access 2012 2012, Internet
memory Information
(RAM) Services (lIS) 7
IntelliSpace | Infrastructure, | 4 8 GB RAM 200 GB Microsoft | Microsoft SQL
Server Integration, Windows | 2012,1I1S7
Rhapsody Server
Health Level 7 2012
(HL7), DICOM
processor,
SQL Database
(DB),
Anywhere
Viewer (web
client)
Universal UbM, WEB 4 8 GB RAM 200 GB Microsoft | Microsoft SQL
Data DICOM Windows | 2012,1IS7
Manager services Server
(UDM) Image 2012
Lifecycle
Management

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS) 5
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Description Central Memory Storage Operating Software

Processing System
Unit (CPU)

Image pre-

fetching from

VNA

IntelliSpace PACS Client Installation

The project team collaborated with a team of Philips Healthcare deployment engineers to install the
environment. Based on the base VM configuration requirements, the NCCoE team created the VMs by
using the open virtualization format (OVF) files provided by Philips Healthcare. Philips engineers
deployed the applications on the VMs and created instances for DC1, IntelliSpace server, and UDM, as
noted in Table 2-1. VM instances were deployed on respective servers.

IntelliSpace PACS is a web-based distributed system. Clinicians, referring physicians, nurses, or
bioengineers use web-based client applications on workstations to view, analyze, and qualify medical
images. Once the server components were installed, the web-based client installation was performed
using the following procedures:

1. Open Internet Explorer from a workstation and assign the IntelliSpace server with the internet
protocol (IP) address 192.168.140.131. Enter the IntelliSpace server IP address in the address bar by
using the following uniform resource locator (URL): https://192.168.140.131/clientweb/installers.

2. Select IntelliSpacePACSEnterpriseSetup.exe under the Standalone Installers bullet list of available
IntelliSpace PACS Installers screen to start the installation.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS)
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IntelliSpace PACS Installers

+ Standalone Installers
IntelliSpacePACSEnterpriseSetup exe
End users with appropriate privileges should use this file to install IntefliSpace Enterprise.
IntefliSpacePAC SRadiology Setup exe
End users with appropriate privileges should use this file to install IntefliSpace Radiology.

+ MSi Installation Packages
IntelliSpace PACS Enterprise msl
This file is to be used for automated rollout ONLY, and should not be used by an end user to
install IntelliSpace Enterprise.
IntelliSpace PACS Radiology mai
This file is to be used by PACS Administrators ONLY. It should not be used to install IntelliSpace
B RN

+ Package Manager Download

PhilipsP ackageMsnager
This file is to launch PhilipsF

3. An option to choose setup language displays. Select the English (United States) from the drop-down
and click OK.

Choose Setup Language

0K I Cancel |

4. After the setup language has been set, the InstallShield Wizard begins the installation process.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS) 7
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InstaliShield Wizard N

Preparing to Install...

InteliSpace PACS Enterprise Setup is preparing the
Installshield Wizard, which will guide you through the
program setup process. Please wait.

Extracting: IntelliSpace PACS Enterprise.msi

e

5. Use the default setting for the Custom Setup and click the Next > button that appears at the bottom
of this window.

ﬁ Intellipace PACS Enterprise 4.4.553.20 - InstallShield Wizard

Custom Setup
Select the program features you want installed.

Click on an icon in the list below to change how a feature is installed.

Feature Description

IntelliSpace PACS Enterprize Web Control
=~ | InteliSpace PACS Enterprise Desktop
= | Language-Specific Files

< i= = | PMS Integration

<=3 = | Integration Tools

This feature reguires 166MB on
wour hard drive. Ithas 1of 1
subfeatures selected, The
subfeatures require 177KE on

< 3 your hard drive.
Install to:
C:\Program Files (x88)\Philips\InteliSpace PACS Enterprise'4. 4, .' _Cl"range. %
InstallShield

Hep | <gak [ Mextz || cancel

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS) 8
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6. On the Client Configuration Info window, enter 192.168.140.131 as the Server IP address, and click
Install.

ﬁ IntelliSpace PACS Enterprise 4,4.353.20 - InstaliShield Wizard

Client Configuration Info

Please enter the Hostname or [P Address of the server that the IntelliSpace
PACS Enterprise 4.4, 553,20 dient will connect to.

Server: i1gz,168.140-ﬂﬂ

InstallShield -

< Back Install | Cancel

7. When installation is finished, the InstallShield Wizard provides a message indicating successful
installation. Click Finish.

ﬁ IntelliSpace PACS Enterprise 4.4.553.20 - InstallShield Wizard oo

InstallShield Wizard Completed

The Installshield Wizard has successfully installed InteliSpace
PACS Enterprise 4.4.553.20. Click Finish to exit the wizard.

<oad G

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS)
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8. Once the installation is done, the installer places an IntelliSpace PACS Enterprise icon on the
desktop. Type Tester in the User Name field and the corresponding password in the Password field,
then click OK to log in.

~—

e 1o IntelliSpace PACS @ NCCOE

IntelliSpace PACS

IntelliSpace PACS Enterprise
Logon

User Name | Testar

passwora [

(T8 AD PACS ¥
Legon Mode | Password -
Location |Main Location B

oK

9. When the program launches, the default page launches the Patient Lookup screen.

&l Philips InteliSpace PACS Enterprise

Patient Lookup & Pt elected Gl L0000
L atient Lookup )

———
: . st R [ search | T Exams with images only ™ Append results - [ _clear il
E-§3 Enterprise Tools
PR e
Patiant Lookup B Exceptions Lookip T

A Patient Lookup = & Patients, Name PatientiD 112
B instatled Programs ST CR- o Descriptions

EE iGuery 4 & TST Redten, Michael 903-29-000-5CIE3ET0 12112
[ Local Exam Cache

@ Local Expott

B Locked Exams
3 Machine Filters
A Merge/Link Candidat
€3 My Filters
&3 My Histary
43 Queues
{5 Resoivad Exceptionz
AP Statistics
&P Study Lookup
-0 System Filters.
€3 Personal Folders
3 Public Foldars

10. To view an exam, navigate to Exam Lookup, which lists a summary of a patient’s exams. Double-click
an exam in the list. If the exam has an image, it will be displayed. An example is below.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS) 10
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View Exams, 2 Patient(s) selected €}

PATIENTS, NAME MRN: PatientiD, Sex: M, BirthDate: 1/1/2000
Referring: Unavailable, Last Known Patient Class: N/A, Visit Location: N/A

IntelliSpace PACS Client Configuration

Philips Deployment Engineers accomplished deployment and configuration by using PowerCLI and
scripts. Other basic configurations can be implemented through the administration web page provided
by the IntelliSpace PACS by using the URL https://192.168.140.131/PACSAdministration.

1. Enter the admin as the User Name, enter the proper Password, select AD PACS from the Logon to
drop-down list, select Password from the Logon Mode, then click OK.

IntelliSpace PACS AdminTool

Logon

User Name |Ed|""i"‘

Passwond |.mnu-

Logon & |20 pecs

"m ID:sswort

[ Login using 1

[_ox |

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS) 11
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2. Onthe admin home page, add a new user by navigating to Security, found on the far-left column of
the Common Tasks screen. Click Users, then click Add a New User.

Common Tasks

Last Date and 5 11:01:05 AH

3. To add a new user, navigate to SECURITY, found on the far-left column of the Common Tasks screen,
and click Users.

a. Enter the User ID.

b. Enter the user’s First Name.

c. Enter the user’s Middle Name (optional).
d. Enter the user’s Last Name.

e. Enter the user’s Email Address (optional).

f.  Assign an IntelliSpace PACS AdminTool Password for the user (required). Enter the password
again to confirm it.

Configure Sources for User Authentication

IntelliSpace supports either a locally hosted or an external authentication source. An authentication
source provides a directory structure that authenticates and manages user and group accounts. The
internal authentication source, called iSite, implements a local DB of users and groups. IntelliSpace also
supports a lightweight directory access protocol (LDAP) server connected to a Microsoft Active Directory
(AD). The external user authentication is used as the configuration source. The following steps describe
how to create an LDAP authentication source:

1. From the navigation bar, click the Security button, then click Authorities.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS) 12
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Authentication Sources

PACS Administration i'_‘m_“"_ -  Description

(i) () o] [onc]

Create External Authentication Source

PACS Administration General Information

Authority Name | *
Display Name: |
Description: |
Name Resolution: IHos1.Neu’ne [
& Enabled

& Show in Login Screen

Back Cancel

3. Onthe External Authentication Source page, set the following values, then click Next.
a. Set Authority Name to AD.PACS.HCLAB.
b. Set the Display Name to AD PACS.
c. Select HostName for Name Resolution.

d. Check the box next to Enabled.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS)
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e. Check the box next to Show in Login Screen.

Edit External Authentication Source

PACS Administration General Information
Authority Name [AD.PACS HOLAB
Display Name: |AD PACS

Description: |
MName Resolution: |HostName o
¥ Enabled

¥ Show in Login Screen

4. Inthe Advanced Directory Configuration, set DNS Host Name as ad.pacs.hclab and Port as 389.

o Edit External Authentication Source

PACS Administration Host Query Configuration
DMS Host Name: [ad.pacs.hclab

Porl: |389

Back Mext Cancel

5. Navigate to the Edit External Authentication Source screen. In this project, the Directory Type is
ActiveDirectory, and the Supported Credentials is Password. Click Save to save the settings.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS)
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Edit External Authentication Source

PACS Administration Advanced Directory Configuration

Directory Type: |ActveDiractory V]
Authentication: |Negotiate V]

Search Root: [DC=pacs, DC=hclab

Supported [T
Credentials: | Cenificates

Referral Chasing: [None ~]

|_Back ] I Save [ [Cancel]

6. The interface provides a test feature to allow engineers to determine connectivity with the external
authentication source. From the navigation bar, select Security > Authorities. Click the name of the
External Authentication Source, and click Test.

Test External Authentication Source

PACS Administration External Realm
Authority Name: AD.PACS.HCLAB
Name: AD PACS
Description:

| Test Account

®' Username and Password

User Name:|

Password: |

Configure Connection to Modality Emulator

We used the open-source DVTk Modality Emulator as a modality for testing the communication
between IntelliSpace PACS and a modality. Installation of the DVTk Modality Emulator can be found in
Section 2.4.1. The following procedures configure several components. These components include the

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS) 15
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Radiology information system (RIS), modality performed procedure step manager (MPPS manager), and
PACS/Workstation systems storage.

1. From the DVTk Modality application, click the Configure Emulator tab to set up a proper System
Name, e.g., Modality; an application entity title (AE Title), e.g., DVTK_MODALITY; and a
communication Listen Port, e.g., 104 for the emulator itself.

W Modality Emulator (=10 |
File Help
?& § %} E @ é= 4 arefe
Cortrol | Activity Logging  Configure Emulator | Warkit Guery | MPPS-Progress | MPPS-Discontinued | MPPS Complsted | mage Stora 4 | ¥ |
System Name: |Modaity
AE Tidle: [oVTE_MoDALITY
lmplementation Class UID: 1282601 3680043 2 15456310
Implementation Version Name: [ModaityEmulator
Local IP Address: [ =l
Listen Port [1—0‘1

Storage Commit Mode

@ |n Single Asscciation (Sync commitment)

" In Different Association {Async commitment)

‘Wait time for N-EVENT-REPORT from PACS (in sec) 1

2. From the DVTk Modality application, click the Remote Systems tab to configure the remote systems,
including RIS System, MPPS Manager, and PACS/Workstation Systems. Information for each
system’s IP address as well as the port number is needed. Particularly, the AE Title for the Philips
IntelliSpace PACS is required for the AE Title field. These are the input values:

RIS System
= IP Address: 192.168.160.201
= Remote Port: 105
= AE Title: DVTK_RIS

MPPS Manager
= IP Address: 192.168.160.201
®= Remote Port: 108
= AE Title: DVTK_MPPS

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS) 16
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PACS/Workstation Systems—Storage Config
= IP Address: 192.168.140.131
= Remote Port: 104
= AE Title: STENTOR_SCP
PACS/Workstation Systems—Storage Commit Config
= |P Address: 192.168.140.131
= Remote Port: 104

= AE Title: STENTOR_SCU
W Modality Emulator [=To==T

File Help
ZESED & 1=
Cortrol | Activity Logging  Canfigure Remote Systems |

RIS System
1P Address [T52 168160207
Femote Port: {108

AE Title: OVTH_RIS

MPPS Manager

IP Address: EEECE
Remote Port: 08

AE Title: [OVTK_MPFS

PACSWorkstation Systems

Stwrage Config Store Commit Config
IP Address: [152 68 140131 I Address: 192.168.140.131 J
Remote Port: E]gd Remate Port 104
AE Title: [STENTOR_SCP AE Title: [sTentoRsCU

3. To configure the Philips IntelliSpace PACS AE Title and communication port, log on to the iSite
Administration web site by using the URL https://192.168.140.131/iSiteWeb. Select Configure >
DICOM > General, set the following values, and then click Save to save the settings.

= Normal AE Title: STENTOR_SCP

= High-Priority AE Title: STENTOR_HI
= Port: 104

= Secure Port: 2762

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS)



"$2-008T"dS 1SIN/8Z09°0T /840" 10p//:sd1Yy :woly 984eYd JO 9314 3|e|IeAe s| uonealjgnd siy L

e@fg h‘ltps Aecathost/iSiteWeb/ Main/Nav 1gatot.asp L2~ @a c[l & Philips PACS Administration L...

Confgure Vew Te!
FiGemnl fSunge CTen Glop CSpueak QRetehDECiche ORetmDMNL  (JResnAl
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4. To test the connectivity, go to the DVTk Emulator application, then go to the Modality Emulator
home page as shown below. Click the Ping PACS/Workstation and DICOM Echo buttons to verify

the success of the pings. You should receive Ping Successful and DICOM Echo Successful messages.

Pkt
File Help
ZEQAD 1=
Cortrol | Activiy Logging | Configurs Emulator | Workist Query | MPPS-Progress | MPPS-Discontinued | MPPS Complated | image Stom 4. |
RIS System
Ping RIS
DICCM Echo
Request Worklist

Hint;

Modality RIS System

1 PACSMorkstation Systems

Ping PACS/workstation |  Fing successful
DICOM Echo DICOM Echo successiul,

PACS Workstation

Configure IntelliSpace PACS to Communicate with Hyland VNA

Refer to Section 2.2.2 for detailed installation guidance for Hyland VNA.

1. Obtain the Hyland VNA AE Title and port information for communication. Log in to the iSite
Administration page by using the URL https://192.168.140.131/iSiteWeb.
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2. From the Configure drop-down list, select DICOM to open the DICOM configuration page.

3. Fillin the known Hyland AE Title (e.g., RADIOLOGY), IP Address (e.g., 192.168.130.120), Port (e.g.,
114), and other necessary information.

Cortgae Ve Te
[l | < s Achangena | uspiphinl M |- B0 < by [t [ bt i [t [ | e [~ s iy [
. oot
= Matn Location -
Entr oo AmageDl ¥ B on | noToess L Mo Gl
Gt Oataaie
RADCLO DY Hriw i S vy
S spimn Sy
T e 130 120
ren fim
I b ]
o [ !
W y caheky Py "
o e B w S —
Laatan Aty Man weaton v
oS S Cienaoa
N —— 1 -

4. Loginto the IntelliSpace PACS Administration page by using
https://192.168.140.131/PACSAdministration.

5. Click the Configuration button on the left panel to configure the Auto Export Rule.

6. Click the New button to create a new rule named ForwardHylandVNA.

Auto Export Rules

¥iEnable Auto Export Rules Processing on the Server

ForwardHylandVNA true
< >

(o o ) oo ]
© Adion: ®Import Ofxport .

Rules File: | _Browse... |

im0 I

[Resuits

7. Set the Trigger Type as New Data Arrival.
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8. Set the Receiving AE Title as Stentor_SCP, which is the AE Title for Philips IntelliSpace PACS.

9. Choose Hyland VNA (RADIOLOGY) from the Selected Destination box.

- Edit AutoExport Rule

PACS Administration

Rule Name |ForwardHylandVNA
Trigger Type |New Dats Armival
Enable Priors []
Prior Criteria [ Modality []BodyPart
Mo. Of Priors

[ &

—Matching Criteria

Modality type |

Manufacturer Name |

Sending AE title |

Receiving AE title |5TEN-TGR_SCF'

Study description |

Manufacturer model |

Refarring physician's first name |

Referring physician's last name |

Reading physician’s first name |

Reading physician's last name |

Requested Procedure
Description |

Study Date and Time |

Bodvypart|

Protocol Name |

Series Description |

Configured Export Destinations Selected Destinations
Hyland WNA (RADICLOGY)

SaveJ Cancel

2.1.2 DCMA4CHEE

DCMACHEE is a collection of open-source applications that communicate with each other using DICOM
and HL7 standards for clinical image management and archival. In this study, DCM4CHEE listens for
connection requests from specific application entities like DVTk’s Modality Emulator to receive patient
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studies. DCMACHEE will store these patient studies in a PostgreSQL DB and can archive these studies to
the Hyland VNA. This build utilizes Docker to deploy the DCM4CHEE software.

System Requirements

= CPUs:2

= Memory: 4 GB

=  Storage: 80 GB

=  Operating System: Ubuntu Linux 18.04
= Network Adapter: VLAN 1402

= Software: Docker

DCMACHEE Installation

The guide for installing Docker on Ubuntu 18.04 can be found at [1].

1. Go to https://github.com/dcm4che-dockerfiles/dcm4chee-arc-psql/tree/5.21.0 to download the
software.

2. On the right-hand side of the page, click the Clone button to begin the file download.

3. Extract the downloaded content from the dcm4chee-arc-psql-5.21.0.zip file to a preferred directory.
4. Open aterminal with root privileges.

5. Navigate to the directory where the extracted content is located.

6. Run docker-compose up.

7. Open a web browser and navigate to https://localhost:8443/dcm4chee-arc/ui2.

Studies |

<“ s
——— B

DCMACHEE to VNA Configuration

1. Click the dark blue menu dongle (B) on the left-hand side of the screen.

2. Select Configuration.
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Select AE list.
Click New AET, and provide the following information:

= Name: RADIOLOGY

®= Hostname: 192.168.130.120

= Port: 114

= AE Title: RADIOLOGY

Click Apply.
Al

Register new Application Entity

Network Connection RADIOLOGY

MName RADICLOGY
Hostname 192.168,130.120

Port 114

AE Title  RADNOLOGY Jue AE tithe Tor tris Netwark AE

Hetwork Connection Reference ) RADIOLOGY

AE Description

Application Cluster

DCMACHEE to DVTk Modality Configuration

1.

2.

In the Modality Emulator, click the Configure Remote Systems tab at the top of the window.

Navigate to the PACS\Workstation Systems section, and input the information with the following
values:

RIS System
= |P Address: 192.168.140.160
= Remote Port: 105
= AE Title: RIS

MPPS Manager
= IP Address: 192.168.140.160
®= Remote Port: 108
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= AE Title: MPPS
PACS/Workstation System—Storage Config

= |P Address: 192.168.141.210
= Remote Port: 11112
= AE Title: PACS
PACS/Workstation System—Storage Commit Config
= IP Address: 192.168.141.210

= Remote Port: 11112
= AE Title: PACS

¥ Modality Emulator - [m] X
File Help
*ESES « 1=

Control Corfigure Remote Systems |

RIS System

IP Address: 192,168.140.160
Remote Port: 105

AE Title: RIS

MPPS Manager

IP Address: 192.168.140.160
Remote Port: 108

AE Title: MPPS

PACS/forkstation Systems

Storage Config Store Commit Config
IP Address [192.168.141.210 1P Address 192.168.141.210
RemotePort  [f7112 Remote Port 11112

AE Title: [DCMACHEE AE Title: DCMACHEE

DCMA4CHEE View Stored Data and Archive to VNA

1. Click the dark blue menu dongle (B1) on the left-hand side of the screen.
2. Select Navigation.

3. Select DCMACHEE under Web App Service on the right-hand side of the screen.
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= _—
| Studies
- S > o o0 o
ik Bl - - | - o :::,,
[ ] T
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7
A
4. Select Submit to see stored patient studies.
.ilm . g |

Studies )

\

5. Click the dark blue ellipsis () on the left-hand side of the study on the second row.

6. Click the Export (£]) icon.
| BT -

Studies )

T Tiewe Sty Caer 300
BHO.110.136.3004.3 1 JAN:0AIIS0. 1193

7. Select RADIOLOGY from the drop-down list.

8. Click Export.

Export study
St e Lyt migrtas
D Synchrcnied DICTH sxparsee

Durmisnd mpmrins

eter? B dwmraten KT

Dk D

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS)

24



"$2-008T"dS 1SIN/8Z09°0T /840" 10p//:sd1Yy :woly 984eYd JO 9314 3|e|IeAe s| uonealjgnd siy L

2.2 VNA

Hyland Acuo VNA features several different systems and applications, which include:

= Acuo VNA: core application server with services used to store, track, and retrieve digital assets
stored in an archive

= PACSgear Core Server: image processing and routing server, and back-end services
= PACS Scan Mobile/Web: mobile device image acquisition and file-import application
= NilRead: enterprise image-viewing application

The diagram in Figure 2-1 shows the connectivity between the Hyland Acuo VNA systems and
applications.

Figure 2-1 Hyland Systems and Applications Connectivity

' PACS Scan

NilRead
Mobile PACSgear

Installation procedures for the above Hyland products are described in the sections that follow.

2.2.1  Hyland Database Server

Hyland Database Server supports operations for other Hyland products, including Hyland Acuo VNA and
Hyland NilRead. The installation and configuration procedures can be found below:

System Requirements

= CPUs:4
= Memory: 12 GB RAM

= Storage:
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- Hard Drive (HD)1: 80 GB (operating system [OS] installation)
- HD 2:20 GB (DB drives)
- HD3:10 GB (Tx logs)

= Operating System: Microsoft Windows Server 2016

= Network Adapter: VLAN 1801

Hyland Database Server Installation

Install the SQL Server 2017 according to the instructions detailed in Install SQL Server from the
Installation Wizard (Setup) [2].

Hyland Database Configuration

1. The installation creates default service accounts for each service. The project used these default
service accounts. User and privileged login accounts were created for the Hyland application suite
and linked to unique Microsoft domain users. The project created the PACS\AcuoServiceUser and
PACS\Administrator accounts.

2. The project implemented Windows Authentication Mode for the SQL Server.

3. Application DB instances were created as needed automatically when product applications were
installed.

4. This project implemented the following DB instances through the SQL Server Management Studio:
AcuoMed, HUBDB, NILDB, and PGCORE.

5. The project also implemented instances for OPHTHALMOLOGY, RADIOLOGY, and WOUND_CARE.

2.2.2  Hyland Acuo VNA

Hyland Acuo VNA provides access to medical images and documents through interactions with a variety
of different PACS, modalities, and image viewers. Acuo VNA also supports various standards, including
HL7 and DICOM. The installation and configuration procedures can be found below.

System Requirements

= CPUs:6
= Memory: 12 GB RAM
= Storage:
- HD 1: 80 GB (OS installation)
- HD 2: 80 GB (Dilib cache drive)
- HD 3:500 GB (image cache drive) was installed

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS) 26



"$2-008T"dS 1SIN/8Z09°0T /840" 10p//:sd1Yy :woly 984eYd JO 9314 3|e|IeAe s| uonealjgnd siy L

= Operating System: Microsoft Windows Server 2016
= Network Adapter: VLAN 1301
Hyland Acuo VNA Installation

1. Inthe NCCoE test environment, the Hyland Acuo VNA was installed on a VM preconfigured with the
0OS and network requirements provided by Hyland. Engineers supplied by Hyland performed the
installation.

2. Upon completion of the installation, three Windows services were created: AcuoMed, AcuoAudit,
and AcuoStore. AcuoMed is associated with a DICOM DB containing the patient, study, and series
record information that describes the images physically present on the Acuo VNA archive system.
The AcuoStore also has its own DB for storing information related to bulk storage of digital images
and related data, including information about the shares and about the applications that use those
shares.

3. The installation created a web application for the AcuoAdmin Portal, where a secure sockets layer
(SSL) certificate signed by DigiCert was created and assigned to the application for hypertext
transfer protocol secure (https) enforcement.

Hyland Acuo VNA Configuration

Hyland engineers performed configurations using the Microsoft MMC console and the AcuoAdmin
Portal (https://192.168.130.120:8099/vnaweb/#1/home). The screenshots of the console management
for these administration approaches are below:

| (@ ATConsole - [Console Root\AcuoMed Image Manager (local)\lmage Manager Server (Mode = StandAlone)\Router Configuratio.. == O X
|@ File Action View Favorites Window Help = L
d=h | 70T s u 3¢
| Console Root * || Destination Name Destination Mame Type Batch Store Priority Batch Store Run
v Q) AcucMed image Manager (local) (¥ RADIOLOGY AcuoMed DICOM Database Expedited Run Immediateh

v } Image Manager Server (Mode = StandAl
B Feature Validation
v g Router Configuration
~ 8 Destinations
v 8 AcuoMed DICOM Databases
|§ OPHTHAMOLOGY
[§ RADIOLOGY
|§ WOUND CARE
B} External DICOM Devices
v {2 Routes
& OPHTHAMOLOGY
7} RADIOLOGY
€ WOUND CARE
v i DICOM Configuration
& Any Ip Address
[ Tag Rutes
8 External SCUs
Y Registered Sops
I a DICOM Data Dictionary
@ Move/Route Mapping
aHFS-'RIS‘:onnecnnm v
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To verify successful completion of the VNA installation, the Hyland engineers launched the Acuo
Administrator Portal application from the VNA server (local host). The Acuo Administrator Portal screen
sample is below.

i Acuo Admin Portal

| . -_— A
| n —
|
Patient Explorer Workflow Route Management
= e
8 |7
Storage Management Enterprise Reporting ‘Worklist
(o
XDS Explorer System Management System Diagnostics
[} Lo |
i "
& (&
| W v

2.2.3  PACSgear Core Server

PACSgear Core Server is a capture and connectivity suite used to process DICOM and non-DICOM
medical data, including patient demographics, images, videos, and HL7 messages. PACSgear Core Server
can be accessed from a web browser to handle user accounts, security, and client connectivity
configuration. Installation and configuration procedures are described below.

System Requirements

= CPUs:4
= Memory: 8 GB RAM
= Storage:
- HD 1: 80 GB (OS installation)
- HD 2:170 GB (application)
=  Operating System: Microsoft Windows Server 2016
= Network Adapter: VLAN 1501

PACSgear Core Server Installation
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Hyland engineers installed the Hyland PACSgear Core Server as listed below:

1. Hyland engineers installed the PACSgear Core Server following their technical guidelines.

2. The installation created a web application for the PACSgear Core Portal, where an SSL certificate
signed by DigiCert was created and assigned to the application for https enforcement.

PACSgear Core Server Configuration

The Hyland engineers configured the PACSgear Core Server. The basic configuration involves managing
connection settings to external devices, lookup data sources, and event trace-managing departments for
multitenancy architecture, and managing user access, among many more features. Each organization will
configure the PACSgear based on its specific needs.

During the DB configuration, the Hyland engineers created instances for representative departments
(e.g., ophthalmology, radiology, and departments that may see patients who need wound treatment).

Add New Departments: To add the ophthalmology department, complete the following steps:

1. The Hyland engineers logged on to the PACSgear Admin portal by using https://hyland-
pgcore.pacs.hclab/PGAPPS/Admin.

@ 1921681500 % | Mew Tab X @ Pacz: X Q8 PACSgearCos X' | A LloginsPacse X | 4+

< C @ hups//hyland-pgeore.pacshelab/PGAPPS Account/Login?Reture HPGAPPSH2IAdmin¥2 w o o ¥

<) Login

User name

fadmin
Password

Log In

land LLC

3
Mo/ eon1e - A rights neserved

2. On the Settings menu, select Departments.
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B Modink ~ PACS ScanWeb> B magelik~  FToosk+ @ Setingse  Wlogse @ Molp o A admin -

Dashboard

Serves Statws. 5]

Component Status Message seation
@ St Funeng o 013 avatats i Ladie
. Sarver Version
Logins: Last 30 Davs [7] 5 Most Recent Logs [7]
Login Ceust
e
~
™
.
- - Veritying Beensa
TCPSenar TCPSanver

3. After selecting Departments from the Settings pull-down, the screen advances to a Departments
screen. The Departments screen lists sample hospital departments created during the installation.
The project then added a new department by clicking the + Add button.

Departments
Show 10 v entries Search:
Default *  Name & Default Query Source L
Goneral
RADICLOGY RADICLOGY
WOUND CARE RADICLOGY
Showing 110 3 0t 3 entrfes Provious | 1 et
+ Add

4. After clicking the + Add button, the Add/Edit Department screen opened and allowed the engineers
to enter corresponding information.
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5.

6. On the Destinations and Lookup Sources tabs, the engineers set up the destination and lookup

Add/Edit Department

Default AE title
Name Modality
MNone 55

Apply series per image

= |
! Destinations | XDs Lookup Sources Clignt Series
Name Description
WNA RAD RADIOLOGY DEPT
WOUND DEPT Wound Care Department

Cancel Save

In the Name text box, the engineers entered Ophthalmology to create a department that ties with

the ophthalmology database instance created during DB configuration. Engineers also added the AE

title as Ophthalmology and selected a CT Scan for the modality.

Add/Edit Department
Default AE title
= Ophthalmology
Name Modality
Ophthalmology cT v

Apply series per image

Destinations xDS Lookup Sources Client Series

Description

o VNA RAD RADIOLOGY DEPT

WOUND DEPT ‘Wound Care Department

Cancel Save

sources for each department.

7. On the Client tab, the engineers set up the client access permissions to this department’s resources.
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Add/Edit Department

Default AE title
Name Modality
None ¥

Apply series per image

Destinations XDS Lookup Sources Client Series

Persistent Alows
fas Camera
i Import
GEMERICIDS NO T NO Y MED Y MED Y 308%c * NO v
ANDROID NO X NO o MED X MED Y 305ec v NO ¥
MDDVTNEOTO EH L' Ta] v L[l v MFEMD v MED Al W Ta v MM A L
Cancel Save

8. On the Series tab, click Add, type a description, click Save.

9. Verify that the department has been added to the list, based on what is displayed.

& Seprmes hcgan P 8 =
P

Departments
Show 10 = aniries Search:
Dretault & MHame §  Default Query Source L

Add LDAP/Active Directory Server: To use an LDAP/Active Directory server, configure these parameters:

1. Create an LDAP_User account in Active Directory before proceeding.

2. Using a browser, log on to the PACSgear Admin portal by using https://hyland-
pgcore.pacs.hclab/PGAPPS/Admin.

3. On the Settings menu, select Users.
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el Uisers AP Lisers
Save
Shaw 10 v entries Search: - admin
User Name “  Group 4
DMIN
ADMIN

4. Onthe Users screen, navigate to Restrict access permissions to: and click the LDAP Users button.
Enter 192.168.120.100 to populate the Server text box, and then enter pacs.hclab for Domain.

Users

Restrict actess permizsions to:

Show 10 T entries Search:  admin

User Name *  Group ]

ActoSeivicallsar ADMEN

Sthawing 180 1 o 1 erien (tered from 2 tolal entries] Prwious | 1

5. Click the Test button located under the Domain entry box.

6. Enter the LDAP_User credentials to verify connectivity to the AD.
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Test LDAP Settings *®

Username:

LDAP_User

Password:

............

7. A message box displays indicating the test is successful. Click OK.

hyland-pgeore.pacs.hclab says

PACS Scan Mobile Configuration: Install and configure the PACS Scan application to an Apple iPhone by
applying these steps:

1. OntheiPhone, navigate to the App Store. Search for PACS Scan Mobile, from Perceptive Software.
Perceptive Software is a Hyland business unit. Select the GET button to install the software, and
then select the OPEN button. Select Allow to permit the software to send notifications.

2. On aworkstation, log in to PACSgear Core Server by using the administrator credentials; a
dashboard displays and provide a Provision Device QR code.

3. On the mobile device PACS Scan App, tap the Quick Response (QR) code icon that appears under
the Log In button. This turns on the built-in camera on the iPhone.
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PALCS Scan Mabite

I"m"l
{ L] |

Point the camera at the QR code on the PC screen until a message box appears indicating Setting
Updated Your settings have been updated. This setting configures the mobile PACS Scan
application to the address of its PACSgear Core Server instance.

From a workstation, acquire the trusted root certificate from DigiCert. Further information for using
DigiCert is described in Section 2.6.2.

Download the root certificate to the workstation local drive and attach the certificate as an email
attachment sent to the installer.

The installer opens the email from the iPhone and double-clicks on the attachment to install the
certificate to the device.

To verify the certificate installation, go to Settings > General > Profiles & Device Management to list
all the certificate profiles.

Find the certificate you installed and click to display the detail. An example appears below:
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317 st T -

< Back Profile

@ DigiCert Test Root CA SHAZ2

v DigiCert Test Root CA SHAZ
varifind «*

Contains Certificate

More Details

Remove Profile

10. To verify the PACS Scan Mobile App functionality, from the iPhone, double-click the PACS Scan App.
The login page displays. Use an account and password that has been associated with a clinical
department to log in. Successful login displays a patient information input page, as shown below:

PACS Scan Mobile

Patient

MRN

Last

First

Micldle

poe : X

[ Male [ Female ] Other ]

Study

Ace.

Desc.
Series

Select description -

Confidential

Clear
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2.2.4  Hyland NilRead

Hyland NilRead provides image access and viewing from various devices, including clinical viewing
stations, tablets, and mobile devices. NilRead also provides image manipulation, interpretation, and
collaboration across departments. The installation and configuration procedures are below.

System Requirements

= CPUs:6
= Memory: 12 GB RAM
= Storage:
- HD 1: 80 GB (OS installation)
- HD 2: 200 GB (web application)
- HD 3:100 GB (image cache)
=  Operating System: Microsoft Windows Server 2016
= Network Adapter: VLAN 1301

Hyland NilRead Installation

1. Hyland engineers installed Hyland NilRead based on Hyland’s proprietary installation package and
installation guides. NilRead has three services: Hub Front End service, Nil Back End service, and Nil
Front End service. The Hub Front End service provides management service for multitenant
configuration. The operation context is defined by the Nil DB content and includes user accounts,
data life-cycle rules, hanging protocols, DICOM connectivity setup, and cached DICOM data index.

2. The installation created two web applications for the NilHub and NilRead Viewer, where SSL
certificates signed by DigiCert were created and assigned to the applications for https enforcement.

Hyland NilRead Configuration

NilHub configuration is done from the NilHub web application. Launch a web browser from the NilHub
server, and authenticate as admin, using the URL https://localhost:8080/, as follows:
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“ (- D' localhost20B0 admir Raturnlin=362# o 1r

NilHub ESE CE - -

1. To add a new site from the NilHub home page, click the Sites tab in the top left-hand side of the
screen.

N i I H u LR ic ] Settings Logout
Hubi /2
Sites « =B

MName AE Title Parfition -Mai Version State

RADIOLOGY  12¢ RADIOLOGY * 0 . 43.31.98805

2. Click the + icon on the right-hand side of the screen to create a new site for the WOUND_CARE
department, provide the information below, then click Save.
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= Name: WOUND_CARE

= Details: Wound Care Department
= Code: 974

=  AE Title: WOUND_CARE

=  VNA Partition: WOUND_CARE

= Database Name: WOUND_CARE

= Email: none@hyland.com

NilHub

3. Log back in to NilHub specifying the WOUND_CARE Site in the top section of the login screen.

NilRead

by Hyland
:
. D

Login

Test your connection speed

Connectios

Waiting Roo =
YWalng Room
o P

4. Click the Settings tab. Navigate to the User Management section and click Accounts.
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« Preferences
@ User Preferences
= - Workslation Prefeiences
= Modality Preferences
» ‘Radiation Therapy Templates

Rigdutg Envinenmant Verhcation
= Hanging Protocols

Mouse, Keyboard And Todls
o Shuly Mole Templates
= Asgels
o \Work Lisis and Folders
« - Confdenlistity Profies
o Confidentiaity Masks

= Advanced
« User Management

& Profie

Aotolnis

5. Click Add on the bottom left-hand side of the screen, and provide this information:

= User Name: pacs\ptester

= Last Name: Tester

=  First Name: Pacs

= Role: User

= E-Mail: ptester@hyland.pacs.com
= Password: *****

6. Identify Member Groups to which the user needs access and click the Add button.
7. Specify the Granted Privileges that the user needs and click the Grant button.

8. Click the Save button on the bottom left-hand side of the screen.
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Hyland engineers repeated the above steps to have multiple sites that accessed different VNA
partitions/tenants, such as Radiology with access to all VNA tenants and Ophthalmology with access to
only the Ophthalmology VNA partition/tenant.

2.3 Secure DICOM Communication Between PACS and VNA

Hyland Acuo VNA and Philips IntelliSpace PACS support DICOM Transport Layer Security (TLS). DICOM
TLS provides a means to secure data in transit. This project implemented DICOM TLS between the Acuo
VNA and IntelliSpace PACS via mutual authentication as part of the TLS handshake protocol [3].

2.3.1  Public Key Infrastructure (PKI) Certificate Creation

Server/client digital certificates are created for the Hyland Acuo VNA and Philips IntelliSpace server. This
project used DigiCert for certificate creation and management. The procedures that follow assume
familiarity with DigiCert. Refer to Section 2.6.2 for further detail.
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2.3.1.1 Create PKI Certificate for Hyland Acuo VNA

1.

5.

Use the DigiCert Certificate Utility for Windows to generate a certificate signing request (CSR) for
Hyland Acuo VNA. Information needed for requesting the certificate for Hyland Acuo VAN is below:

= Common Name: Hyland-VNA.pacs.hclab

=  Subject Alternative Name: Hyland-VNA.pacs.hclab

=  Organization: NIST

= Department: NCCoE

=  City: Rockville

= State: Maryland

= Country: USA

= Key Size: 2048

Submit the created CSR to DigiCert portal for certificate signing.

Download and save the signed certificate along with its root certificate authority (CA) certificate in
the .pem file format.

Import the saved certificate to DigiCert Certificate Utility for Windows, then export the certificate
with its private key in the .pfx format.

The certificate is ready for installation.

2.3.1.2 Create PKI Certificate for Philjps IntelliSpace PACS

1.

Use DigiCert Certificate Utility for Windows to generate a CSR for PACS server. Information needed
for requesting the certificate is below:

= Common Name: nccoessl.stnccoe.isyntax.net

=  Subject Alternative Name: nccoessl.stnccoe.isyntax.net

=  Organization: NIST

= Department: NCCoE

= City: Rockville

= State: Maryland

= Country: USA

= Key Size: 2048

Submit the created CSR to DigiCert portal for certificate signing.
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3. Download and save the signed certificate along with its root CA certificate in the .pem format.

4. Import the saved certificate to DigiCert Certificate Utility for Windows, then export the certificate
with its private key in the .pfx format.

5. The certificate is ready for installation.

2.3.2  Public Key Infrastructure (PKIl) Certification Installation

After creating the signed certificates for Acuo and IntelliSpace respectively, the certificates must be
installed to the servers. The steps that follow describe how to install those certificates. Certificates must
be applied for each server instance and assume access to both.

2.3.2.1 Install PKI Certificate for Hyland Acuo VNA
Install the certificate on Hyland Acuo VNA server by using the procedures below:
1. From the Acuo server, click Start > Run > mmc.

2. Select File > Add/Remove Snap-in...

There are na items to show in this view:

Enablas you to add snap-ing o of remave them from the snap-in console.

3. Select Certificates and click Add.
a. Choose Computer Account.
b. Choose Local Computer.

4. Click Finish, then click OK.
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i ConsaleT - [Console Root] - a X

; File Action View Favorites Window Help w0 |
&= = BHE
v G Certificates {Local Compt ~ || Name Actions

> [ Personal | (GG Centificates (Local Computer) Console Root -

» [l Trusted Root Certifice ik ]
> | Enterprise Trust More Actions »
> [ Intermediate Certifice -
» [ Trusted Publishers
> [ Untrusted Certificate:
> (2] Third-Party Root Cert
> [ Trusted Peaple
» [ Client Authentication
> | Preview Build Roots
» [ AAD Token lssuer
> [ ] eSIM Certification Au
> || FSFirePassRoot
. Homegroup Machine
» [] Local NonRemovable %

e I, PO SR B,

< >

Contains more actions that can be performed.

5. Once the snap-in has been added, navigate to Certificates (local computer)/Personal/Certificates.

Certificates snap-in X

This snap-in will always manage certificates for:
() My user account
(C) Service account

(e) Computer account

< Back Next > Cancel

6. Right-click and select All Tasks/Import.
a. Browse to the exported .pfx certificate.

b. Select the file and click Open.
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& Consale? - [Consola Root\Certificates [Local Computer\Personal] o <
B File Action View Favorites Window Help _ @ X
&« mm o s B
~ Lyl Certificates fLocal Compe * || Object Type Actions.
- Pessonal
Personal -
Car Find Centificates_ LAEne!
Trusted Maore Acticns L4
M Tasks. ’ Fandd Cortificates
1 Enterpr
Interrm View Riquast New Certificate_
bisicing: New Window from Here Impent_
Untrust .
Third-P New Taskpad View.. Advanced Operations
Trusted T
1 Clients . Ruinath
% Pradion Export List_
T
st o e
eSIMGe T
| Homegroup Maching
Remote Desktop
Cartificate Enrofimen
| Smart Card Trusted R
| sms -
¢
| Add a certificate to-a store

7. Add the appropriate permissions to the newly generated certificate private key.
a. Navigate to Certificates > Personal > Certificates.
b. Right-click the certificate, select All Tasks > Manage Private Keys...
c. Add the AcuoServiceUser and grant full control permissions. Click OK.

This procedure also installs the signing root CA certificate (DigiCert Test Root CA SHA2) and its

Intermediate Root certificate (DigiCert Test Intermediate Root CA SHA2) into the server computer.

2.3.2.2 Install PKI Certificate for Philips IntelliSpace PACS

Install the certificate on the PACS server by using the procedures that follow:
1. From the IntelliSpace server, click Start > Run > mmc.

2. Select File > Add/Remove Snap-in...

8 consolet - [Cansale Ruot] == O %
BB File Action View Favorites Window Help . &%
L New Cul+N
Open.. arva | Frvers
::fu.. i Thers are o items 16 show in this view. Sanselafoal -
Mare Actions »

Add Flemove Snap-in. Ciisd
Options..

1 devmgmtmss

Enit

Enables you o add snap-ins to o remeve them from the snap-in console.
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3. Select Certificates and click Add.
a. Choose Computer Account.
b. Choose Local Computer.

c. Click Finish; click OK.

1 Trusted Root Certifics

>
» | Enterprise Trust
> ] Intermediate Certifice
» [ Trusted Publishers
» [ Untrusted Certificate:
» [ Third-Party Root Cert.
> [ Trusted Pecple
1| Client Authentication
| Preview Build Roots
» ] AAD Token lssuer
| eSIM Certification Au
» | F5FirePassRoot
> ] Homegroup Machine
» [ Local NonRemovable "

1, ISR i

< »

Contains more actions that can be performed,

&R Consolel - [Conscle Root] B [m] *
@& File Action \View Favorites Window Help -
e @ = Bm
v [ Certificates (Local Compt ~ || Name

» £ Personal Call Certificates (Local Computer) -

4. Once the snap-in has been added, navigate to Certificates (local computer)/Personal/Certificates.

Certificates snap-in

This snap-in will always manage certificates for:
() My user account
(C) Service account

(®) Computer account

X

< Back Next >

Cancel
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5. Right-click and select All Tasks/Import.
a. Browse to the exported .pfx certificate.

b. Select the file and click Open.

& Consolel - [Consols Root\Certificates (Local ComputerfyPersonal]

B File Action View Favorites Window Help s

o« mm 0 as B
~ [ Certificates focal Compe ~ || Object Type Actions
- Persona!
Perzonal -
Cor Find Centificates..
Trusted More Actions 13
A Tasks. 4 Find Certificates
Enterpr
Inkevrme View Riquast New Certificate_
T
e Hew Window from Here Impoet.
Untrust
Third-P New Taskpad View. Aehvanced Operations
Trusted T
Cients Rafresh
e Export List

| Add a certificate to a store

This procedure also installs the signing root CA certificate (DigiCert Test Root CA SHA2) and its
Intermediate Root certificate (DigiCert Test Intermediate Root CA SHA2) into the server computer.

2.3.3  TLS Secure DICOM Configuration

With the signed certificates installed to the Acuo VNA and IntelliSpace PACS servers, proceed to
configuring DICOM TLS. The procedures that follow describe TLS configuration that must be performed
on both Acuo VNA and IntelliSpace PACS. This will enable DICOM TLS communications between these
two end points, and secure data-in-transit communications bidirectionally between the VNA and PACS.

2.3.3.1 TLS Configuration for Hyland Acuo VINA

For receiving TLS DICOM messages from IntelliSpace PACS, configure a new service-class provider (SCP)
in Acuo VNA using Microsoft Windows Console. Configuration is done from the Acuo VNA server.

1. Open Microsoft MMC to access the AcuoMed Image Manager (local):

2. From the Console > AcuoMed Image Manager (local) > DICOM Configuration, right-click Any IP
Address > New SCP ... to create a new service class provider (SCP) for TLS encryption.
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E ATConscle - [Consele Root\AcucMed lmage Manage
@File Action  View Favorites  Window  Help

| 2iE = HE

| Console Root A
~ () AcuoMed Image Manager (local)
w @ Image Manager Server (Mode = StandAl
[ta Feature Validation
v % Router Configuration
w &8 Destinations
5 &2 AcuoMed DICOM Databases
B External DICOM Devices
[-3 Routes
v @& DICOM Configuration
W ﬂ Any lp Address
> % ScplListening Port: 114]
5 Scp [ Listening Port: 1443 ]

3. On the Connectivity tab of the SCP Properties page, provide the information below and click Add,
Apply, then Finish:

=  Port: 1443

=  Check the TLS checkbox.

= Client Certificate CN: nccoessl.stnccoe.issyntax.net
= Server Certificate CN: HYLAND-VNA.pacs.hclab

= Cipher Suite: TLS_RSA_WITH_AES_128_CBC_SHA

= Check the Authenticate Client Certificate checkbox.
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SCP Properties

Connectivity | Tuning Parameters

~ TCP/P

IP Address: | 0 0 0

Port: [IEZE: W TLS

~TLS Settings

Client Certificate CN: Inccoess1 stnccoe isyntax.net

) || o]

Server Certificate CN: |HYLAND-VNA.pacs.hdab

V¥ Authenticate Client Certficate

Cipher Suite: [TLS_RSA_WITH_AES_128_CBC_SHA x|

| P || Coned || Aoy |

4. To add the Called AE to the SCP, right-click the created SCP [Listening Port:1443] and select New >

5.

Called AE ... to open the AE Properties form.

e 2@ HE

ﬁ ATConscle - [Consele Root\AcucMed lmage Manage
@ File Action View Favorites Window Help

| Conscle Root
v O AcuoMed Image Manager (local)

[ta Feature Validation
v % Router Configuration
w &8 Destinations
5 &2 AcuoMed DICOM Databases
External DICOM Devices
» [-3 Routes
v @& DICOM Configuration
W ﬁ Any lp Address
> % ScplListening Port: 114]
3 Scp [ Listening Port: 1443 ]

w @ Image Manager Server (Mode = StandAl

Fill in the Called AE Name: e.g., RADIOLOGY; and Default Route Name: e.g., RADIOLOGY. After

populating the information, click Add.
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Called &E Properties

Man | SOP Corfiguration | Extemal SCU Authorization | Options | Reconciiation | Pestfetch Properties | Domain |

Page Actions
“Defaukt Route Name: [RADIOLOGY |
Tag Rule Routing
Associated Tag Fulss (And the A d D
Tag Fues
“Tag Fadure Route: rcNo Route Defnad> j
St Route
=Stat Route Mame: [ <No Route Defined> -
= immediats C-STOR q farthis AE. C-5TORE processing wil

depends on the Settings
be defayed urti the reconclistion detected problesn is resolved # reconcliation is set for this AE
= The C-STORE i ahways sent on this route even F it doss not pass recanciiation
Storage Destination Fitering

™ Enable Fitering Tag: I

T =

For sending a TLS DICOM message to IntelliSpace PACS, configure an External DICOM Device from the

Acuo VNA by using Microsoft Windows Console.

1. Open Microsoft MMC to access the Image Manager Server:

2. Navigate to Image Manager Server > Router Configuration > External DICOM Devices, right-click

External DICOM Devices, and click New.

E ATConscle - [Consele RoothAcucMed lmage Manage

[ﬁ File Action View Favorites Window Help
Ll AN (RERN 7 foe
| Conscle Root A
+ () AcuoMed Image Manager (local)
w @ Image Manager Server (Mode = StandAl
[ta Feature Validation
W % Router Configuration
w &8 Destinations

5 &2 AcuoMed DICOM Databases
Bl External DICOM Devices
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3. Onthe Main tab of the External DICOM Devices Properties page, provide the information below
and click Apply, then click Finish:

=  SCP Destination Name: PHILIPS

= Called AE Name: STENTOR_SCP

= |P Address: 192.168.140.131

=  SCP Listening Port: 2762

= Enable TLS by clicking the TLS checkbox next to the listening port number.
= Called AE Name: ACUO

* |Implementation UID: 1.2.840.114158.1.1.3

= Client Certificate CN: HYLAND-VNA.pacs.hclab

=  Server Certificate CN: nccoessl.stnccoe.isyntax.net

= Cipher Suite: TLS_RSA_WITH_AES_128 CBC_SHA

External DICCOM Device Properties *

Main | SOP Configuration | Options | Domain |

SCP Destination Neme: [N Page Actiors

Extemal Device

Called AE Name; |STENTOR_SCF

TCF/IP Connectivity

" Host Name: |

@ lpAddess: | 192 168 140 131

SCP Listening Post;  |2762 WIS

AcuoMed

Calling AE Name: [ACUO

Inplementation UID: |1.2.3&D.11415&.l 13

Version Name: . |AcuoMed

TLS Satings

Client Cestficate CN: [HYLAND-VNA pacs holab

Server Cestificate CN: |nccosss1.§rv:coe.e,ntax.nsi
Cipher Sute: [TLS_RSA_WITH_AES_128_CBC_SHA v |

- Connection Testing
Press the test button to validate DICOM connectivity.

[ pneh [ comat [ e |

4, Restart the AcuoMed service.
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2.3.3.2 TLS Configuration for Philijps IntelliSpace PACS

Next, configure TLS on the IntelliSpace PACS server. Take the steps below to enable this feature on the
PACS:

1. Access the Philips iSite Administration web site https://192.168.140.131/iSiteWeb by using
administrator credentials.

- Mmin Location
eyt T
e

2. Click Configuration > DICOM to navigate to the DICOM configuration screen.

3. Onthe top menu, click iExport to open the iExport screen. Provide the information below, and click
Save:

= AE Title: RADIOLOGY
= Description: Hyland VNA
= |IP Address: 192.168.130.120
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=  Port: 1443

= Use Secure Connection: checked

@[3 https://localhost/iSiteWeb Main/Mevigator 2 = @ G]I & Navigator
iSte Administration
Contpm  Vaw  Test
System Vexpor . S/CHCP  Import/Bxp. | Conformance
Msin Locstion =
i B —
stion Global Web Service Datsbase
e RADICLOGY
eserpoos fatana v
15 Asdrs [ve2 130,20
Part 1443
Com
Concurrant Resuedts It v
Resans Sty on otry [ Erable | nemave
Kaep Connaction At s -
Wuaus [Enatle Canai
Location A finky Main Location v/
Usx Seurs Camnartion HiEnable
s e e

4. Click Configuration > Advanced Security, and make these selections:

= TLS 1.0 or higher: Selected

= Enable Secure Web Services Communication.

= Enable Image Access in Secure Mode.

= Default Client Certificate: CN= nccoessl.stnccoe.isyntax.net
= Default Server Certificate: CN=HYLAND-VNA.pacs.hclab

= Click Save to save the settings.
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Directory
ety peise luns.oeliis & wtion 1 mecoess] kit ol (/88L M0or ighes '* TS 1.0 or higher |_/TIS Liorhigher | ML
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|

Tmege Actem inSocws 1Bt

i

!I‘
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Server.  [Chacccoessi stnccse isyeiax mel. OUSACCOE. O=RIST-MCCol, Lefiociriie, |
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Oneck s
“‘m anie Duteak |
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Check for = ¥ erit? v
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5. On the iSite Administration screen, click Next, and click Next again to open the page that follows:

a. Enable Validate Client Certificate for DICOM.
b. Enable Validate Server Certificate for DICOM.

c. Click Save to save the settings.

[Gesent [lStoage [Tasks @Lop [SvstemCheck (ORefiosh DB Cocbe (IRevatDMWL  (Rastart All

= System [Advanced Secarity : DICOM
= Main Location k
Security Type Encryplion i~
DICOM Security Hode Secur and Unsecure |
bdate Client Certificat [ Enabls [ Defauit |

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS)



"2-008T"dS’ LSIN/8Z09°0T/840°10p//:s0d11y :wouy 984eyd jo 9344 d|qe|ieAe s uoiedlgnd siyL

6. Restart the iSite Monitor Service.

2.3.4  PACS and VNA TLS Integration Tests

After implementing the above PKl-certification installation and TLS-enabling configuration, the Acuo
VNA and IntelliSpace PACS servers are ready to perform the TLS secure DICOM communication tests.
The secure DICOM communication tests were conducted for bidirectional data exchanges between Acuo
VNA and IntelliSpace PACS to confirm:

= DICOM communication is still functional.
=  DICOM communication is encrypted.

The test proves the DICOM communication was successful, with the accurate data exchange between
the Acuo VNA and IntelliSpace PACS.

The network flow and dataflows monitoring tool indicate that the mutual authentication between Acuo
VNA and IntelliSpace PACS is established. Encrypted application data were exchanged.

2.4 Modalities

Modalities represent medical devices used to capture medical images. The build did not implement
physical devices but rather used virtualized or simulated modalities to source image files. The RIS was
also emulated using open-source tools.

2.4.1 DVTk Modality Emulator

DVTk Modality is a modality emulator that can emulate all the DICOM functions of a modality system. It
can simulate a real modality to test and verify communication with all the DICOM services. It uses
DICOM files as input for queries, MPPS, and storage actions. Consequently, this project used the DVTk
Modality as an emulator to test the connectivity, communication, workflow, and interaction between
PACS and modality in the lab.

System Requirements

= Operating System: Microsoft Windows 7 (with Microsoft .NET 4.0 Framework)
= Network Adapter: VLAN 1402
DVTk Modality Installation

1. Download the installation software from the DVTK site [4].

2. Click the Modality Installation file (e.g., DVTk-Modality-Emulator-5.0.0.msi) to start the installation
process.
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1) DVIK Modality Emulator OS>

Welcome to the DVTk Modality Emulator Setup

The installer will guide you through the steps required to install DV Tk Madality Emulator on your
computer.

WARNING: This computer program is protected by copyright law and intemational treaties. )
Unauthorized duplication or distribution of this program, or any portion of it, may result in severe civil
of criminal penalties, and will be prosecuted to the maximum extent possible under the law.

B ) [ o ]

3. Follow the wizard instructions to continue the installation until it successfully completes.

| Installation Complete

ONT

DWTk Modality Emulator has been successhully installed.
Click "Close" to exit.

Please use Windows Update to check for any critical updates to the MET Framework.

4. Close the installation window.

5. The DVTk Modality Emulator can be launched from the PC Start menu. The Modality Emulator
interface is below.
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e )

e Help

Fing RIS
CICOM Echo
Reguest Workdist

Hant:

Maodality RIS System

PACSWorksiation Systems

Ping PACS Workstation
DICOM Echa

Hint

Modalty PACS Workstation

DVTk Modality Configuration

Configuration of the DVTk Modality involves configuration of the communications with different
external systems, including the RIS, which is the worklist provider or a work-list broker connected to the
RIS; the MPPS manager that handles the MPPS messages for status reporting; and the PACS and its DB
where the images will be stored. The information needed for these external systems should include the
correct IP address, Port number, and Application Entity Title (AE Title). Input the information with these
values:

= RIS System

= |P Address: 192.168.160.201

= Remote Port: 105

= AE Title: RIS

= MPPS Manager

= IP Address: localhost

= Remote Port: 105

= AE Title: RIS

= PACS/Workstation Systems—Storage Config
= |P Address: localhost
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= Remote Port: 106

= AE Title: MPPS

= PACS/Workstation Systems—Storage Commit Config
= IP Address: localhost

= Remote Port: 107

=  AE Title: PACS

= Store Commit Config

= |P Address: localhost

= Remote Port: 107

= AE Title: PACS

RIS Spstem
1P Addeess:

Remcte Pat. {105

AE Tithe: [ais

MPPS Manages
IPAddess  [locabasnt

R T

AE Tl [MFPS.

PACS Mwforkstation Systerms

Statage Conbg Store Commit Config
PAddess  [ocabost IPAddess  [iocahon
Fiemote Port |‘|u3 I Femote Post 107
AE Title: [Pacs j AE Tithe: [Pacs

The configuration of the modality itself is also needed to indicate its AE Title (e.g., DVTK_MODALITY),

Local IP Address (e.g., 172.31.138.126), and Listen Port (e.g., 104) to be paired for association negation
with other remote systems. The screenshot that follows indicates the options for the Modality Emulator

configuration:
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¥ Modality Emulator = =] x
File Help

AETSEDC &t

Control  Configure Enudstor | Workist Query | MPPS-Progress | MPPS-Discortinued | MPPS Completed | Image Storage | Dummy Patient |

System Name: [Modsiny

AE Tite: |oVTr_MODALITY

Implementation Class UID: [1.2:826.0.1.3680042.2.15456.3.1. 0
Implementation Version Name: moddtrElrdﬂor

Local IP Address: {233 |
Listen Fort: }r

Storage Commit Mode

& In Single Association [Sync commitment)

(™ in Different Associstion (Async commitment)

\wiait time for N-EVENT-REPORT from PACS {in sec): -

Several tabs exist for configuring the behavior of the emulator. They can be configured as needed or by

using the default settings. Once the configuration is done, the emulator front graphical user interface
(GUI) provides some test buttons for verifying the connectivity, including RIS System and
PACS/Workstation Systems server Internet Control Message Protocol pings and DICOM echo:

T modality Emulator

Eie  Holp

FRAIBE@® 1=

[ ool | Corbguae Romcts Systems |
il System

Fing RIS Ping ruccesshi

DICOM Echio | DICOM Echo successhd
Request Wil |
Modality RIS System Hink
PALS Morkstation Spstems

DiCOMEsho | DIEOMEcha succssald
A K
|

Modality PACS Workstation Wt
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2.4.2 DVTk RIS Emulator

DVTK, the Health Validation Toolkit, is an open-source software. The DVTk RIS Emulator is an application
that handles Modality Worklist and Modality Performance Procedure Step requests from remote
applications and then responds with the emulated results using the DICOM files specified by the users.

System Requirements

= Operating System: Microsoft Windows 7 (Microsoft .NET Framework 2.0)
DVTk RIS Emulator Installation

1. Download the DVTk RIS Software installer RIS Emulator .msi file from http://www.dvtk.org.

2. Start the installation procedure by double-clicking the .msi installation file.

3. Follow the wizard screen instructions to continue the installation until the end of successful
installation displays.

4. Close the installation window and start the RIS Emulator. The user interface of the RIS Emulator
tool that follows is shown with the tabs that follow for selecting the modes:

=  Worklist

= MPPS

= Edit DCM Files
= Activity Logging

= Results
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?}' RIS Emulator
File Stored Files About

Select Mode Local AF title: |ovTH_RiS
Local port: {]ﬁ
Start :
Q Remots AE title |DVTK_MODALITY
Specify TS
I' View information model... ] View the MWL information mode! constructad from the Dicom files
Import Dicom files.. | Import DICOM files to defauit data directory for emulating WLM responses.

Workiet | MPPS | Ed2 DCM Fées | Resuts | Activey Logaing |

W' Set Scheduled Frocedure Step DiateiTime to current dateitime

[ Select data directory for sending WLM responses

DVTk RIS Emulator Configuration

1. Worklist Configuration

Local AE title: AE title of the RIS Emulator
Local Port: the port of the RIS Emulator for incoming association
Remote AE title: AE title for the service-class user paired with the RIS Emulator

View Information Model: information model used for sending the emulator response; default
value is taken

2. Select Data Directory for sending WLM responses: location for storing the emulated responses to
the Worklist requests. A default setting can be used, which is C:\Progam Files\DVTk\RIS
Emulator\Data\Worklist\

3. The RIS Emulator also supports other parameter configurations such as MPPS and Store Files
functionality. These can be done as needed.

4. Configuration of the RIS Emulator and the modality storage emulator should be done accordingly so
they can communicate with each other.
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2.5 Asset and Risk Management

The build includes commercially available tools used to implement asset and risk management for
medical devices. The implemented tool provides an asset inventory of medical devices that are
identified via NetFlow traffic data. The tool also automates vulnerability detection and depicts a risk
score. In addition to modality devices, we used other tools to manage server components.

2.5.1 Virta Labs BlueFlow

Virta Labs BlueFlow is a medical asset management software that allows discovery and management of
medical devices on the network. This project used BlueFlow to create an organized inventory of the
medical devices in the PACS architecture.

System Requirements

= CPUs:2

= Memory: 8 GB RAM

=  Storage: 100 GB (thin provision)
= Operating System: CentOS 7

= Network Adapter: VLAN 1201

Virta Labs BlueFlow Installation

1. Runrpm -ihv blueflow-2.6.0-1.x86_64.rpmin the CentOS 7 terminal.
a. Wait for the package installation process to complete.

b. Depending on your environment, you may need to install some dependencies before the
BlueFlow package can be successfully installed.

+* Applications Places  Terminal @ Wed 1335 5 o) O

root@test-blueflow:~/Documents - = X

File Edit View Search Terminal Help
[root@test-blueflow Documents}# rpm -ihv blueflow-2.6.8-1.x86 64.rpnll

2. Run sysyemctl status blueflow.service in the CentOS 7 terminal.

3. Ensure blueflow.service is active.
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»* Applications  Places  Terminal

root@test-blueflow:~/Documents

@ Wed13:41 & 4 O

x

File Edit View Search Terminal Help

[root@test-blueflow Documents]# systemctl status blueflow.service

» blueflow.service - BlueFlow Service
Loaded: loaded (/etc/systemd/system/blueflow.service; enabled; vendor preset: disabled)
Active: 1 axit since Wed 2019-07-83 13:39:09 EDT; 2min 31s ago

atus=0/SUCCESS)
Main PID: 18711 (code=exited, status=0/SUCCESS)
Tasks: @
CGroup: /system.slicesblueflow.service

Jul 83 13:39:09 test-blueflow systemd[1]: Starting BlueFlow Service...
Jul 83 13:39:09 test-blueflow systemd[1]: Started BlueFlow Service,
[root@test-blueflow Documents]#

Process: 18711 ExecStart=/bin/echo blueflow.service governs all the other blueflow services (code=exited, st

4. Visit https://localhost to verify that BlueFlow web service is operating as expected, with a BlueFlow

Login page.

| BlueFlow 2.6.0 - Mozilla Firefox

host/accounts/login/? next=/dashboard/

BlueFlow Login Help

Please login to see this page.
blueflow
ssssssse

[CRemember Me

Lost password?

Flow 2.6.0 - Mozilla Firefox

Virta Labs BlueFlow Network Groups Configuration

1. Login to the BlueFlow web console.
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BlueFlow Login Help

Please login to see this page.

blueflow

Remember Me

Lost password?

2. Navigate to the Inventory tab.

3. Under the Networks section, click the gear icon.

Inventory — All Assets

44... EEEE

Top 20 manufacturers v | by assat count

W Assels by Tag o

Tag name # Assets

O Asset Groups

Group

No groups,

ita Networks

Network

i ical Applications
(1)

=88 (1)

nal-Netwiark (4)

-m @ bluefiow

o

% Identified

%
CIDR Identified
182168, 1300024 100.0%

192.168.140.0024  100.0%
192.168.141.0v24 50.0%
192.168.150.0/24 &0.0%
192.168.160.0/24 100.0%

192,168, 180.0424  100.0%
182.168.100.0v24 0.0%

192,168 120.0v24 0.0%

5. Enter 192.168.190.0/24 as a classless inter-domain routing (CIDR) for the new network group.

6. Click create.

Enter Security Service as a Name for the new network group.
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o5 Networks

Network

A (4)

LPACSB(2)

as (1)

3 Internal-Network (4)

prise-Sanv

Mew natwork

MName Securily Services

CIDR 192.168.190.0/24

CIDR

1892.168.130.0:24
192 168, 140.0/24
192.168.141.0/24
192, 168.150.0124
192.168:160.0/24
192 168.180.0/24
192 168.100.0/24

192.168.120.0i24

.‘ﬁ & blusfiow

Delete

B 5 S & 5 8 & 5

=

7. Verify that the new network group (Security Services) has been created.

8. Click the name of the new network group.

Usar Profile
Custorn Asset Figlds
Aszel Groups

Tags

Risk Factors &

Controls
Connectors

Logs

o5 Networks

Network

% Clinical Ay

+: Databases (1)

work (4)

arvicas (9)

5 Security Sarvices (7)

New natwork

Name

CIDR

CIDR

192 168.130.0724
192 168.140.0/24
192.168.141.0/24
192.168.150.0/24
192 168.160.0/24
192 162.180.0/24
192.168.100.0/24
192.168.120.0024

192.168.180.0/24

B @ oueion

Delete

B B8

B B = 8 B

=]

=]

9. Assets will be listed on this page if they match the network group’s criteria.
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10. If there are no assets currently listed, you can manually add them by navigating to Inventory > Add
Inventory or by running an IP discovery scan (detailed in the next section).

Assels
Actions ~

Asset

Asset-130

Asset-128

Asset-120

Asset-131

Asset-132

Asset-133

Assel-134

Tags

Network: Security Services

1-T of 7

IF Address

192.168.180, 122

192.168.190.120

192.168.180.121

192.168.180, 140

192.168.190.160

192 168.180.170

192.166.180.172

Name
CIDR:
Risk Score L3 Details
saf | sec ( total =
00/20/1.0
00/20/1.0
Asset
00720110 comnt:
012010 Assals
identified:
00/2.0/1.0
Assels
0/2.0/1.0 nt
identified:
00/20/1.0
Average
safety
risk;
Average

B ©ouenon

These

assels

T

0.0%

100.0%

0.0

20

All
assets

44

28.5%

70.5%

0a

20

Running an IP Discovery Scan in Virta Labs BlueFlow

1. Login to the BlueFlow web console.

BlueFlow Login

blueflow

seme .t.+

'Remember Me

Lost password?

Help

Please login to see this page.
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2. Navigate to Connectors > Discovery.

Connectors

Connectors 0

17 conr

showing
enab
below.

| BlueFiow Pulse

Fingerprint

MNessus Impori
Netflow

Connector Tasks

Risk
Matrics

Fingerpnnt

Fingerprint

Fingerprint

Fingerprint

Fingerprint

Fingerprint

Fingerprint

Discovery

Risk
Metrics

Search m @ bluefiow

Pravious = Next

finished Yesterday at 12:22 PM Success

finished Last Tuesday at 4:30 PM  Success
finished Last Tuesday al 4:28 PM  Success
finished Last Tuesday 8t 4:28 PM  Success
finished Last Tuesday at 4:27 PM Success
finished Last Tuesday at 4:14 PM  Success
finished Last Tuesday at 4$:13 PM  Success
finished Last Tuesday at 4:04 PM  Success
finished Last Tuesday at 3:23 PM  Success

finished Last Tuesday at 12:22 Succass
PM

3. Under Discovery, click the gear icon.

Connector: Discovery
Discovery

target
IP. hos

or CIDR
covery scan

fill defaults  fill rec

Ame

Connector Tasks

Discovery

Discovery

Discovery

Discovery

Pravicus = Mext

finishad Last Tussday at
323 PM

finished 04/28/2019

finished 04/27/2019

finished 04/26/2019

Success

Success

Success

Success

arch ‘m @ bt

[ Discovery

Discover assets using an ICMP ping
sCan

By default, this connector will not create
new assets when it receives responses
from connected assets. To configure
this behavior, visit the connector
seftings
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4. Check the box next to allow_create_asset.

5. Click Save.

Settings: Connector

User Profile

Custom Asse
Asset Groups
Networks

ags

Risk Factors & Confrols
Connectors

Logs

Search

Discovery Settings

Enable or dizable this

connector

allow_create_as:

1

6. Enteran P (e.g., 192.168.190.0/24), host name, or CIDR that you would like to scan.

7. Click Run.

8. Wait for the discovery scan to finish.

VLAY
Connector: Discovery
Discovery

target

fill defeulis  fill recent

Ditaits t

Connector Tasks

o5 hielabiconn

Search

192.168.190.0/24

Previous  Next

Discovery finished Today al 10:45 Success
AM

Discovery finishad Last Tuesday ot Success
323 PM

Discovery finished 04/28/201% Succass

'_ﬁ @ bluefiow

[3 Discovery

Discover assets using an ICMP ping
scan

By default, this connector will not create
new assets when it receives responses
fram connected assets. To configure
this behavior, visi the conrectar
settings
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9. Click the row of the completed scan to view more details.

Note: From this page, you can view the output of the scan, including how many devices were
discovered within the provided network range.

Search m @ blusfiow

Connector Task
Discovery Success

Inputs Name Value

target

External URL
Submitted Today at 10:45 AM
Started Today at 10:45 AM
Finished Today at 10:45 AM
Duration a few seconds
Returnad

Cutput |8

Ru ing nmap ICMP scan on 192.168.

-0k - -5n -PE 192.168.190.8/24
on 6,49

rished discovery scan

e N

2.5.2  Tripwire Enterprise

Tripwire Enterprise is a security configuration management software that monitors file integrity through
software-based agents. For this project, we used Tripwire Enterprise to monitor file changes on PACS
servers and the VNA DB.

System Requirements

= CPU:1

= Memory: 4 GB RAM

= Storage: 120 GB (thin provision)

= Operating System: Microsoft Windows Server 2016
= Network Adapter: VLAN 1201
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Tripwire Enterprise Console Installation

1. Inthe tripwire install folder under java, double-click the jre-8u202-windows-x64 application file.

& = |java

Share View

> te_server 8.7.3 en windows_amd6d > java

ame ate modifie
i D: Jified
s Quick access
@ Desktop 2 | jre-Bu202-windows-x64 018 8:04 AM
4 Dowrloads +
2 Documents o

Type

Application

Size

2. Click Run.

Open File - Security Warning X

Do you want to run this file?

Name: ..n_windows_amd64\java\jre-8u202-windows-x64.exe

Publisher: Oracle America, Inc.

Type: Application
From: C\Users\Administrator\Desktop\te_server_8.7.3_en_...

Run Cancel

Always ask before opening this file

& While files from the Internet can be useful, this file type can
@ potentially harm your computer. Only run software from publishers
you trust. What's the risk?

3. Click Install >.

lava Setup - Welcome =

Welcome to Java

Java provides access to a world of amazing content. From business solutions to helpful utilities and
entertainment, Java makes your Internet experience come to life,

what we do collect.

Click instali to accept the license agreement and install Java now.

Mote: No personal information is gathered as part of our install process. Click here for more information on

[ change destination folder Cancel | [ Install >

4. Click OK.
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Change in License Terms

Important Information about Oracle Java SE Roadmap

Corporate users will be impacted with the April 2019 update.

These changes de not affect the version you are about to install.
For additional guidance please follow the link below.

More information.

Changes are coming which will impact your access to future releases of Java SE from Oracle,

5. Wait for the installation process to complete.

lava Setup - Progress

Lo

Status: Installing Java
i )

3 Billion

Devices Run Java

=Java #1 Development Platform  [ERele¥ Nl

6. Click Close.

lava Setup - Complete

+/ You have successfully installed Java

You will be prompted when Java updat

and security improvements.
Mor ate settin

are Always install updates to get the |atest performance

T

7. With Java installed, double-click the Tripwire install application, install-server-windows-amd64.
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RN
Home Share

Application Tools te_server 8.7.3_en_windows_amcdtd

View Manage
= - A > te server 7.3 en windows_amd64
MName Drate modified
o Quick access
- R/26/2019 12:14 PM
& Desktop - does G262 214 PM
extras
4+ Downloads *
java 6/26/2019 12:14 PM
4 Documents - twagents 626/20 14 PM
= Pictures - E install-sarver-windows-amdéd 2/47201910:52 AM
Symantec DCS o 2 license 019 1052 A
Tripwire Enterprise " PORTS & CREDENTIALS 22019 9:42 AM

Type

File folder

File tolder

File folder

File folder
Application
HIML Document

Text Docurment

Size
532219 K8
30 KB
1 KB

8. Select the version of Java, Oracle/Sun 1.8.0 64-bit, that was previously installed.

9. Click OK.

L3 JUM Selection

Please select the Java(tm) Runtime to use

Oracle/Sun 1.8.0 64-bit C:/Program Files/Java/jre1.8.0_202/bin/java.c ~

oK | | Cancel

10. Click Next >.

m Tripwire Enterprise Console Installer = X

@ ENTERPRISE

8.7

Welcome to the Tripwire Enterprise Console installation wizard.
This wizard will install and configure Tripwire Enterprise Console.

Before continuing, please review the installation documentation to

ensure that you are in compliance with all installation requirements,

Failure to meet all requirements may cause the installation to fail.

< Back Cancel

11. Check I accept the agreement.
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12. Click Next >.

{E Tripwire Enterprise Console Installer — X

License Agreement m

Please read the following License Agreement. You must accept the terms of this agreement
before continuing with the installation.

IMPORTANT INFORMATION )

TRIPWIRE SOFTWARE IS LICENSED, NOT SOLD. USE OF THIS SOFIWARE IS
SUBJECT TO LICENSE RESTRICTIONS. CAREFULLY READ THIS LICENSE
IAGREEMENT BEFORE USING THE SOFIWARE. USE OF SOFIWARE INDICATES
CCMPLETE AND UNCONDITIONAL ACCEPTANCE OF THE TERMS AND CONDITIONS
SET FORTH IN THIS ACREEMENT. ANY ADDITICNAL OR DIFFERENT PURCHASE
ORDER TERMS AND CONDITIONS SHALL NOT APPLY.

s L

Do you accept this license? "
(O |do not accept the agreement

< Back Next > Cancel

13. Specify an installation directory, C:\Program Files\Tripwire\TE, for the Tripwire installation.

14. Click Next >.

m Tripwire Enterprise Console Installer = X

Installation Directory m

Please specify the directory where all Tripwire Enterprise components will be installed.

(GEEIETOE T CLI C:\ Program Files\Tripwire\T

< Back Next > Cancel

15. Verify the host name for the machine on which you are installing Tripwire (e.g., WIN-
RUQDO7KL8A7).

16. Click Next >.
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m Tripwire Enterprise Console Installer i X

Tripwire Enterprise Console Configuration Part 1 of 4 m

Please provide the hostname of the system where Tripwire Enterprise Console will be
installed.

TE Server Hostname WIN-RUQDOTKL&A?I

< Back Next > Cancel

17. Specify the HTTPS Web Services port as 6000, HTTP EMS Integration Port as 8080, and Tripwire
Enterprise RMI Port as 9898.

18. Click Next >.

m Tripwire Enterprise Console Installer = X

Tripwire Enterprise Console Configuration Part 2 of 4 m

Specify the ports that Tripwire Enterprise Console uses to communicate.

This port is used for user-initiated Web console sessions.

HTTPS Web Services port (6009 |

This port is used for external integrations (such as plugins).

HTTP EMS Integration Port (8080 |

This port is used for Console/Agent Java communications,

Tripwire Enterprise RMI Port |9898 I

<Back | Net> || Cancel

19. Create a password for Tripwire Enterprise services.

20. Click Next >.
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m Tripwire Enterprise Console Installer i X

Tripwire Enterprise Console Configuration Part 3 of 4 m

The services passphrase is used to secure Tripwire Enterprise communications,

This password must be between 19 and 64 characters, and cannot contain single-quote ('),
double-quote (), less-than (<), greater-than (>), or backslash (\) characters, most other
characters are allowed. See the Installation and Maintenance Guide for more details.

Confirm Passphrase

< Back Next > Cancel

21. Verify that planned installation settings are correct.

22. Click Next >.

m Tripwire Enterprise Console Installer = X

Tripwire Enterprise Console Configuration Part 4 of 4 m

Please review the installation settings for Tripwire Enterprise Console.

The following settings are configured for Tripwire Enterprise Console:

Installation Directory: C:\Program Files\Tripwire\TE
Available Disk Space: 12709 MB

Hostname: WIN-RUQDO7KLBAT

IP Address(Listening): 0.0.0.0

HTTPS Web Services Port: 6000

HTTP EMS Integration Port: 8080

TE Services (RMI) Port: 9898

TEConsolelnstaller: Java Version detected: 1.8.0_202 64

< Back Next > Cancel

23. Check Install Real-time Monitoring.
24. Specify Real-time Port as 1169 for monitoring.

25. Click Next >.
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m Tripwire Enterprise Console Installer i X

Tripwire Enterprise Agent Configuration m

Tripwire Enterprise Agent software is installed on the Tripwire Enterprise Console system to
enable monitoring of that system. Do you want to install Real-time Monitoring functionality
for this local Agent? The Real-time Monitoring feature can also be installed later.

Install Real-time Monitering
Please specify the local port to be used by the Real-time subsystem.
Real-time Port | 1169

< Back | Next > | Cancel

26. Click Next >.

m Tripwire Enterprise Console Installer = X

-~ i)

The installer is ready to begin installing Tripwire Enterprise Console,

Click Next to begin installing Tripwire Enterprise.
Click Back to make any changes before you begin the installation.

< Back

Net> | Cancel

27. Wait for Tripwire Enterprise installation to complete.
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m Tripwire Enterprise Console Installer i X
Installing
Unpacking C:\Program [...] Tripwire\TE\Server\lib\commenjsch-0.1.40.jar
< Back i Cancel
28. Click Finish.
m Tripwire Enterprise Console Installer = X
RERR The installation is complete.
S ENTERPRISE
Open a browser after clicking Finish to continue configuring
Tripwire Enterprise.
= ]
To finish configuration later, use a browser to access
https://WIN-RUQDO7KL8AT
<Bock | [_Finish ;| Cancel

29. Open SQL Server Configuration Manger.

30. Under SQL Server Network Configuration > Protocols for SQL Server, ensure that the TCP/IP
protocol is set to Enabled.
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I. 5ql Server Configuration Manager
File Action View Help
Ll ANRRERERN |
A S0 Server Configuration Manager (Local) Protocol Name Status
-J SOK Server Services ¥ Shared Memory Enabled
~ § SO Server Network Configuration (32bit) ¥ Named Pipes Disabled
(@ Protocols for 5C
o IETEREEREE . R TCR/P Enabled
& 50l Native Client 11.0 Configuration (32bit)
31. Open SQL Server Management Studio.
L‘; Microzoft SOL Server M Studic (Adminis ar)
File  Edit View Project Tools Window: Help
@8- 0t ] Brewowey B2 2 EH - ¢ - |8
| o ' ' |
Ohject Explorer - R X
Connect> ¥ ¥ G
= i S ver 1
Databases
Security
Server Objects
Replication
i % Mansgernent

# [0 XEvent Profiler

32. In the Object Explorer, expand the selection for your DB, right-click Databases, and select New

Database...
A+ Microsoft SOL Server Manag Studio (Admin
File Edit View Project Tools Window  Help
: |8 s -2 S| BNewouey B SR I| - I I}
Object Explorer » 3 x

Connect ¥ ¥ G o
® WIN-RUCQDOTKLBAT\SCSP (SOL Server 1

"$2-008T"dS 1SIN/8Z09°0T /840" 10p//:sd1Yy :woly 984eYd JO 9314 3|e|IeAe s| uonealjgnd siy L

Syste New Database..
P dese Attach.,
I w SCSH Restore Database...
Securit Restose Files and Filegroups...
SEN%‘ Deploy Data-tier Application,..
B @ Reglic Import Data-tier Application...
# = Manag
|| B Xevent|  Start PowerShell
Reports
Refresh

33. On the left, under Select a page, select General.
34. Enter a Database name as TE_DB.

35. Under Database files, for the data file, set Initial Size to at least 2,000.
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36. Click the button under Autogrowth.

i New Database

Selecta page
& General
& Options
& Flegroups

‘Connection
Server:
'WIN-RUQDO7KLBAT\SCSP

Connection:
WIN-RUQDO7KLBAT Administratc

¥ View connection propetties

Ready

I Sept @ Hep

Database name:

Owner:

Databas files:
Logical... File ...
TE_DB ROWS

TE_DBlog  LOG

[TE_bB

<defaut>

Filegroup Initial Si...

PRIMARY 2000
Not Applicable 500

Autogrowth / Max...

By 1 MB, Unlimited

By 10 percert, Unlimied | ..

Path
c:\Program Files (:86\Common Files\Symantec Shared\St
:\Frogram Fies {<86)\Common Flles\Symantec Shared\St

Add

37. Check Enable Autogrowth, set File Growth to at least 20 MB, and set Maximum File Size to

Unlimited.

38. Click OK.

Selectapage
& General
& Options
# Flegroups

‘Connection

Server:
‘WIN-RUQDO7KLBAT\SCSP

Connection:
'WIN-RUQDO7KLBAT Administratc

¥ View connection properties

Progress
Ready

I scipt w @ Help

Database name:

Owner:

Database files

[TE_oB

[ <clefaut>

Logical... F E Path
TE_DB R Change Autogrowth for TE_DB X | Program Fies (BB Common Fies\ymartec Shared\St
TEDBhg L le#\Program Fles é:86\Cammon Fies\Symantec Shared\St
Enable Autogrowth

Fle Growth

() inPercent e

(®) n Megabyies A

Masimum Fi Size
() Lmitedto M) 10012
(@) Unimed
==
< >
Add Remove
==
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39.

40.

41.

42.

43.

44,

45.

46.

47.

Under Database files, for the log file, set Initial Size to at least 500.

Click the in Megabytes button under Enable Autogrowth.

Check Enable Autogrowth, set File Growth to at least 20 MB, and set Maximum File Size to

Unlimited.
Click OK.
ot raae T scit v @ Hebp
F General
& Options
F Fiegroups Database name [TE_DB |
Owner [<defaut> |
Databass files
Logical... Fi i Path
TE_DB R Change Autogrowth for TEDB log X |, \Program Fies &86)\Common Fles\Symantec Shared\S{
TEDBlog LU c:\Program Flles (%86)\Common Fles\Symantec Shared\St
Enable Autogrowth
Fie Growth
() In Percert =
(®) in Megabytes A=
Mzodmum File Size
() Limtedto (ME) 10013
Connection
(@) Unimied
Server:
WIN-RUGDOTKLBAT\SCSP
[ ok || concel
Connection:
WIN-RUGDOTKLEAT Administrate
¥ View connection properties
Progress
Ready & &
Add Remove
Cancel

On the left, under select a page, select Options.

Set Collation to Latin1_General_CS_Al.

Set Recovery model to Simple.

Under Other Options > Miscellaneous, set ANSI NULL Default to True.

Click OK.
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New Database

Connection

Server:
WIN-RUQDOTKLBAT\SCSP

Connection:
WIN-RUGDO7KL8AT\Administratc

¥ View connection propetties

Progress
Ready

S o e Oseit v @ Hep
# Genenl
& Options
£ Flegrops Coliation Lztin1_General C5 Al
Recovery model Simple
Compatiity level: SGL Server 2012 (110)
Containment type: MNone
Other options
GE1A
Srtpa
Defaut Cursor GLOBAL

| ~ FILESTREAM

FILESTREAM Directory Name

FILESTREAM Non-Transacted Access Off
|~ Misc
AllowScripting Te
Hi g False
|~ Miscellancous
Allow Snapshot lsolation False
True
ANSI NULLS Enabled False
ANS| Padding Enabled False
ANSI Warnings Enabled False
Arthmetic Abort Enabled False
Concatenate Null Yields Nul False
Cross-database Owr haining Enabled False
Date Comelation Optimization Enabled False
Is Read Commited Snapshot On False
Humesic Round-Abart False
Farsmeterization Simple
Quoted Identfiers Enabled False
Recursive Triggers Enabled False

False

L4 %[ <

48. In the Object Explorer, right-click your DB and select New Query.

4 Microsoft SQL Server M Studio (Admini

File FEdit  View FProject  Tools  Window  Halp

Mo g -
|

2 W Bhenouey B R A SR | 2@ -]

Object Explorer

Connect= ¥ ¥
L]

Databases
Systermn Databases

E W dosc ume

T SCSPDB

CRI

T ™ Security

H % Server Objects

Replication
il % Managernent
+ [ XEvent Profiler

G

Connact..
Discannect
Register...
| ﬂuw‘éuuy
Activity Monitor

Restart
Policies ¥
Facets

Start Powershed|
Azure Data Studio
Reports
Refrash

Properties

49. Type the followi

ALTER DATABAS

ing query:

E [TE_DB] SET READ_COMMITTED_SNAPSHOT

ON
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50. Click Execute in the toolbar above the SQL Query window.

51. Under the SQL Query window, in the Messages window, verify that the command completed
successfully.

_‘; SO Cuenyt sqf - WIN-RUQDOTELEATISCSP master [WIN- LA DOT KLEA T AD: {134 - Microsedt SOL Server i et (ivck Launch (bl A = A x
Fiw  Ldd Wi oy Froject Tools Wrehow Help
F@eo | By L E By ARBEM XFD| 2T B B CmEaE-,

e o S EBAE|E B @ su|Ene.
EREEE S0 Cuery gl - Wi dmvnistracoe {1381 @ X
¥R & - ALTER DATABASE [TE_DB] SET READ_COMMITTED SNAPSHOT OM
W BUQOOTICAATSCSP (SO0, Sanvs |
Databases
= Sywtom Databaces
cw

Lo

3

% -4 ¥
¥ e
Commands semoie

W0 -
> 8 Cuery eorcuted sucessiully. WIN-RUQDOTKLEAT\SCSR 1150 .. WIN-RUGDOTKLEAT A macstin - 00000 0 rowes

52. Clear the SQL Query window, then type the following query:

SELECT name, is_read_committed_snapshot_on FROM sys.databases WHERE
name="'<db_name>"

53. Click Execute in the toolbar above the SQL Query window.

54. Under the SQL Query window, in the Messages window, verify the value for
is_read_committed_snapshot_on is set to 1.
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A SOk Cuenyt gl - WIN-HUGDOTILIAT\SCSP masser [WIN- RLECIDOT KLEA T Ad: {3447 = Wiernsoft SEIL Server Mansg S i) Chaick Launch (b Pl= B x
Fie  Ldd Wi Qoey Froject Tools Wrehow Help

PR | Sy ur e Bvesy APB AR KT 0|20 B # REsE-,
| tor | b teane = o 32 8[E] R Slm|S | | % .
Sl 0 Cuery 1 sq) - WL dinvnistranor (1340 0 X
G ¥ & - —~SELECT name, is_read committed snapshot_on FROM sys.databases WHERE ‘f
WK RUREOTKLRATYSCSP (5011 Sarvee 1 name="TE_DA'
M% -4 3

B i o e

< > B8 Query eecsted sucoesiully, WIN-RUQDOTKLEATSCSP (110, WIN-RUQDOTKLBAT Ao - mactey | 000000 1 rows.

55. In the Object Explorer, expand the selection for your DB, expand the Security section, right-click
Logins, and select New Login...

\-r‘ Solution] - Micosoft SOL Server Management Studw (Admiistraton) Crechc Lauwesch bl + A = A x
Fie  Ldt  Vew Pomct ool Window e

PO 0| By e Bty &R 88 =0l AR Es@-,

Cogect Caplorer R
L i I, AR

MIDOTKLBATVSCEP (S0} Sarves |

56. On the left, under Select a page, select General.

57. Create a Login name.
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58. Select SQL Server authentication.
59. Create a password.
60. For Default database, select the DB previously created.

61. For Default language, select English.

i Login - New — O x
Selecta page I Scipt ¥ 9 Help
& General
& Server Roles
& User Mapping Login name: te_admin Search
& Securables
F Status O Windows authentication
@ SQL Server authentication

Password: |ooooooooo |

Confirm password: |ouuuu |

Enforce password policy

l:‘ Enforce password expiration
Connection

O Mapped to cerfficate

Server:
WIN-RUQDO7KLBAT\SCSP O Mg 1o S ooy

Connection: :
WINAUGDOTKLEAT Adninsrg | Mepto Credentl v Add
¢ View connection properties Mapped Credertials Credential Provider
Progress Remove
Ready Default database: TE_DB B
Default language: {English i
Gorce

62. On the left, under Select a page, select User Mapping.

63. Under the Users mapped to this login window, perform these actions for the row containing the
previously created DB:

a. Check the box in the Map column.
b. Inthe Default Schema column, type the name of the new user being created.

64. Click OK.
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i Login - New

Selecta page
K General

F Server Roles
# User Mapping
K Securables
F Status

Connection

Server:
WIN-RUQDO7KLBAT\SCSP

Connection:
WIN-RUQDO7KLBAT Administratg

ﬁ View connection properties

Progress
Ready

T seipt v @ Help

Users mapped to this login:
Map Database

| desc_umc

| master

| model

| msdb

|  scseos
| | TEDB
| tempdb

Database role membership for: TE_DB

User

te_admin

Default Schema

|| db_accessadmin
|| db_backupoperator
|| db_datareader
| db_datawriter

|| db_ddladmin
db_denydatareader
db_denydatawriter
db_owner
db_securityadmin
public

NEEE

Cancel

65. In the Object Explorer, expand the selection for your DB, expand the Databases section, right-click
the DB created previously, and select Properties.

a8 Solutiont - Microsoft SOL Server Manac Studio (Administrator)
File  Edit  View Project Tools  Window  Help
o - H=-u-% | BNewoey B8RS i) -0 -3
| | Execute | | X
Ohbject Explorer - 4 x
Connect~ ¥ ¥ G
B WIN-RUGDOTKLBATSCSP (SOL Server 1
Uatabases
System Databases
i desc_ume
& @ SCSPDB
- ;xur%qr New Database. .
F o Server | Ne\.«r oy
Replicq St Databaseas *
Manag  Tasks 3
B XEvenll  poficies »
Facets
Start PowerShell
Azure Data Studio  »
Reports 3
Rename
Delete
Refresh
Properties
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66. On the left, under select a page, select Permissions.
67. Under Permissions for user, check the box in the Grant column for the following permissions:

= Connect

= Create Function

= Create Procedure
= Create Table

= Create View

= Delete
= Insert
= Select
= Update
68. Click OK.
@ Database Properties - TE_DB — ] X
glertagons Oscit v @ Hep
& General
& Files
& Fiegroups Server name: |WIN-RUGDOTKLBAT\SCSP |
: 8‘::;;: Tracking Vigw server permissions
& Pemissions Database name: |TE_DB |
# BExtended Properties
Users or roles: Search...
Type
User
Connection
Server:
WIN-RUQDOT7KLEATSCSP Permissions for te_admin:
Connection: B Bwlict  Effective
WIN-RUQDOTKLEAT M=t | bermission  Grantor Grant With ... Deny A
¢¥ View connection properties F—— | | | |
Connect dbo N | | | |
Control | | | |
Create aggregate | | | |
Progress
Create assembly | | | |
Ready Create asymmetri... | | | |
Create certificate [ [ ] v
=
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69. Open Internet Explorer and navigate to the web page of the server where Tripwire Enterprise was
installed.

70. Enter the services password created during the installation process.

71. Click Login.

) *

oe & it win rugdoThIEaT 5000 config, 13 = € | . Tripwiie Enterpriss Conssle

Tripwire Enterprise Post-Install Configuration

Tripwire ise needs additi

To finish installing, please enter your Services Passphrase for authentication. The Services Passphrase was created whan you installed Tripwire Enterprise.

72. Under Database Configuration Settings, provide the information that follows:

Remote Database Type: Microsoft SQL Server
Authentication Type: SQL Server

Login Name; *¥****%x

Password: **#x#xkxx

Database Host: WIN-RUQDO7KL8A7
Database Name: TE_DB

Instance Name: SCSP (Note: This may not be necessary, depending on how your SQL Server
Database is configured.)

SSL: Request
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Tripwire Enterprise Post-Install Configuration ~

Database Configuration Settings
These settings control how the TE Console connects to a remote database that stores data for all TE operations. You can check the current configuration here, and
make any necessary changes in the fields below.

Remote Database Type:

Microsoft SQL Server v Remote Database Type: The type of remote database used by TE.

Authentication Type:

SQOL Server W Authentication Type: Specifies whether the database login should authenticate using a account (fypically
of the format domain\user), or an SOL Server account (an account defined only in SQL Server). With the Windows
authentication type, NTLMv2 should be used, as it is cryptographically superior to the first version of NTLM.
However, as NTLMvZ is configurad in the operating system, not in the database or application, TE can be usad with
NTLM to ensure compatibility.

Login Name:

Login Name: The login name that TE will use to authenticate with the database.

Password:

Password: The password that TE will use to icate with the

Database Host:

Database Host: The fully qualified domain name, hostname or IP address of the system where the database is
installed.

Port (default 1433):

(UDP 1434) Port: The TCP port that the database is listening on. If an Instance Name is specified here, then the database
connaction will use UDP 1434 to connect to the SAL Server Browser Service, and this Port field will be disabled.
The SQL Server Browser service listens for incoming connections to a named instance and provides the client the
TCP porl number that corresponds fo that named instance.

Database Name

Database Name: The name of the database that TE should use when connecting to the remote database. Note that
the login name in SQL Server should have this dalabase set as the defaull, and the login name should be mapped
fo this database.

Instance Name (Optional):

SCSP Instance Name {Optional): The location/name of the database instance on the server. Azk your DBA if a non-

default instance should be used for TE.

SSL:

SSL (Secure Sockets Layer): Specifies whether the database connaction should request, requirs or authenticate v
58Sl

73. Click Test Database Login and verify that the connection is successful.

74. Click Save Configuration and Restart Console.
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ogin Name:
te_admin

Password:

Database Host:

WIN-RUQDOTKLEAT

Port (default 1433);
(UDP 1434)

Database Name:
TE DB

Instance Name (Optional):

ssL:

Test Database Login | v

Test Resulls:

Login Name: The login name that TE will use to authenticate with the datab

Password: The password that TE will use to authenticate with the datat

Database Host: The fully qualified domain name, hostname or IP address of the system where the database is
installed.

Port: The TCP port that the database is listening on, If an Instance Name is specified here, then the database
connection will use UDP 1434 to connect to the SOL Server Browser Service, and this Port field will be disabled.
The SOL Server Browser service listens for incoming connections to a named instance and provides the client the
TCP port number that corresponds to that named instance.

Database Name: The name of the database that TE should use when connecting to the remote database. Nota that
the login name in SOL Server should have this database set as the defaull, and the login name should be mapped
to this database.

Name (Opti

): The 1ame of the i on the server. Ask your DBA if a non-
default instance should be used for TE.

SSL (Secure Sockets Layer): Specifies whether the database connection should request, require or authenticate
S5L.

* Request - S5L will be used if available.

« Require - SSL will always be used, and an error will occur if SSL is not available for the database.

« Authenticate - SSL will always be used, and an emor will occur if S5L is not available for the database. In
addition, the certificate chain of the database server's public key will be authenticated using TE's trust store. If
the certificate chain does not originate from a trusted source, an error will oecur.

» Off - SSL will never be used. This setting is not recommended.

Connection Succeeded.

Tripwire Enterprise 8.7.3.b8,7.3.r20190111122005-03196dc.b24 Save Configuration and Restart Console

75. Wait for Tripwire Enterprise to restart and redirect you to the login page.

Tripwire Enterprise

1 to the Tripwire Enterprise loading page when the service is successfully restarted.

76. Enter the services password created during the installation process.

77. Click Login.
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Tripwire Enterprise Post-Install Configuration

Tripwire Enterprise needs additional configuration.

To finish installing, please enter your Services Passph for

Services Passphrase:

SEEEEENIRREERRRRRT ‘1

Login )

ion. The Services Passph was created when you installed Tripwire Enterprise.

78. Under Create Administrator Password, create a password for the Tripwire Enterprise administrator

account.

79. Click Confirm and Continue.

Tripwire Enterprise Post-Install Configuration

Configuration Steps Needed:

Tripwire administrator account password needs to be changed from the default.

Create Administrator Password

Passwords must:
Be 8 and 128 in length

Contain at least 1 numeric character

Contain at least 1 uppercase character

Contain at least 1 non-alphanumeric character
Supported characters: —I@#S%A&"()-_=+[{}W|::"<.>/?

Support Information

Siill having problems with your installation?

Contact Tripwire Support:
it riowi

ars/

Or open a Support tickel: hitps:/'secure. fripwire. com/customers/

Tripwire Enterprise 8.7.3.0b8.7.3.r20190111122005-03186dc. b24

Password:

Confirm Password:

Illll."'il

Caonfirm and Continue l

For faster assistance from Support, please generate a support bundle to collect
information aboul your system and this installation. Attach the support bundle file to
your web ticket or email. What |s a Support Bundle?

Generate Support Bundle

80. Enter the username and password for the Tripwire Enterprise administrator account.

81. Click Sign In.
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@ ENTERPRISE 8.7

Console Login

The username or password is incorrect.

vssword: s

82. Click Configure Tripwire Enterprise to begin the c

Tripwirn Entprpcse Fast Track

TRIPWIRE®

@ ENTERPRISE
Fast Track

onfiguration process.

Tripwire Enterprise Agent Installation

Run te_agent .msi.

2. Click Next >.

# Tipwire Enterprise Agent - InstaliShield Wizard X
g Weilcome to the InstaliShield Wizard for
"ENTERPRIE Tripwire Enterprise Agent
The InstaliShield(R) Wizard will install Tripwire Enterprise Agent
8 E on your computer, To continue, dick Next. To instal, follow the
] mstructions provided.

nwirp WARNING: This program is protected by copyright law and
mternational treaties.

rip |
Copyright 1998 - 2018 Tripwire, Inc. Use of this software is
subject to lcense restrictions, see
hittp:/fwww. tripwire. com fegal/feula/ for more infi

< Back Next > Cancel

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS)

91



"$2-008T"dS 1SIN/8Z09°0T /840" 10p//:sd1Yy :woly 984eYd JO 9314 3|e|IeAe s| uonealjgnd siy L

3. Check I accept the terms in the license agreement.

4. Click Next >.

ﬁ Tripwire Enterprise Agent - InstallShield Wizard

License Agreement

Please read the following license agreement carefully,

IMPORTANT INFORMATION

TERMS AND CONDITIONS SHALL NOT APPLY.

END-USER LICENSE AGREEMENT ("Agreement”)

(@)1 accept the terms in the license agreement
(O 1 do not accept the terms in the license agreement

InstaliShield -

< Back | Next > Cancel

TRIPWIRE SOFTWARE IS LICENSED, NOT SOLD. USE OF THIS
SOFTWARE IS SUBJECT TO LICENSE RESTRICTIONS. CAREFULLY
READ THIS LICENSE AGREEMENT BEFORE USING THE SOFTWARE.
USE OF SOFTWARE INDICATES COMPLETE AND UNCONDITIONAL
ACCEPTANCE OF THE TERMS AND CONDITIONS SET FORTH IN THIS
AGREEMENT. ANY ADDITIONAL OR DIFFERENT PURCHASE ORDER

5. Specify an installation directory for the Tripwire Enterprise Agent.

6. Click Next >.

ﬂ Tripwire Enterprise Agent - InstallShield Wizard
Destination Folder \
Chick Next to install to this folder, or dick Change to install to a different folder.

___/ Install Tripwire Enterprise Agent to:

InstaliShield

S e

C:\Program Files\Tripwire {TE\Agent) Change...

7. Enter the TE Server identifier (e.g., WIN-RUQDO7KL8A7?) of the server where Tripwire Enterprise is

installed.

8. Enter 9898 as the Services Port established during the installation process of Tripwire Enterprise.

9. After installation, check Start Agent.
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10. Check Install Real-Time Monitoring and specify a Monitoring Port.
11. Uncheck Enable FIPS.

12. Click Next >.

ﬁ Tripwire Enterprise Agent - InstallShield Wizard

Tripwire Enterprise Server Information

Enter the Tripwire Enterprise Server hostname and the number of the Services Port for your
Tripwire Enterprise Console:

*7TE Server is the fully-qualified domain name of the machine where Tripwire Enterprise
Console is installed.

*The Services Port was specified when you installed the Tripwire Enterprise Console,

* For more information on Real-Time Monitoring, see the Tripwire Enterprise User Guide.

* For more information on FIPS, see the Tripwire Enterprise Installation & Maintenance Guide.

IEServer i [WIN-RUQDOTKLBAT

ServicesPort: [o398

[“Istart Agent after installation

[Ainstal Real-Time Monitoring ~~ Port: [1169

[JEnable FIPS HTTP Port |3030
InstaliShield —
<Back Next > | Cancel

13. Specify a Proxy Host and Proxy Port if necessary.

14. Click Next >.

}E Tripwire Enterprise Agent - InstallShield Wizard

Tripwire Enterprise Proxy Information

If the Tripwire Enterprise Agent should use a proxy to communicate with the Tripwire
Enterprise Server, enter the Tripwire Enterprise Proxy hostname and port number for your
proxy host. Otherwise, leave these fields blank.

Proxy Host: [| (leave blank for no proxy)

Proxy Port: l (leave blank for default)

InstaliShield -

T o e

15. Enter the Services Password created during the installation process for Tripwire Enterprise.
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16. Click Next >.

ﬂ Tripwire Enterprise Agent - InstallShield Wizard X
Tripwire Enterprise Services Password

Enter your Services Password for your Tripwire Enterprise Console:
*The Services Password was spedfied when you installed the Tripwire Enterprise Console,

Services Password : || sessssnse I

Contin: [T |

InstaliShield

| <Bak [ Next> || cancel |

17. Click Install.

ﬁ Tripwire Enterprise Agent - InstallShield Wizard X

Ready to Install the Program
The wizard is ready to begin installation.

Click Install to begin the installation,
1f you want to review or change any of your installation settings, dlick Back. Click Cancel to
exit the wizard.
InstaliShield
| <Back [ mnstal || cancel |

18. Wait for the installation process to complete.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS)

94



"$2-008T"dS 1SIN/8Z09°0T /840" 10p//:sd1Yy :woly 984eYd JO 9314 3|e|IeAe s| uonealjgnd siy L

ﬁ Tripwire Enterprise Agent - InstallShield Wizard =

Installing Tripwire Enterprise Agent
The program features you selected are being installed.

Please wait while the InstallShield Wizard installs Tripwire Enterprise Agent,
This may take several minutes.

Status:

InstaliShield -

19. Click Finish.

ﬂ Tripwire Enterprise Agent - InstallShield Wizard x

- iShield Wizard Completed
oiimRRE

The InstaliShield Wizard has successfully installed Tripwire
8 6 Enterprise Agent. Click Finish to exit the wizard.
L]

CORMFIDENCE: 20050

InstaliShield

cons coc

2.6 Enterprise Domain Identity Management

For this build, enterprise domain identity management relied upon Microsoft Active Directory, domain
name system (DNS), and dynamic host configuration protocol (DHCP). Digital certificates were also
implemented for services that enable certificate-based authentication. The build implemented these
core services.
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2.6.1  Domain Controller with AD, DNS, and DHCP

Within the PACS architecture, we established a Windows Server 2012 R2 Domain Controller to manage
AD, DNS, and DHCP services for the enterprise. The following section details how the services were
installed.

System Requirements

= CPU:1

= Memory: 4 GB RAM

= Storage: 120 GB (thin provision)

=  Operating System: Microsoft Windows Server 2012 R2
= Network Adapter: VLAN 1201

Enterprise Domain Services Installation

Install the DC, AD, and DNS appliances according to the instructions detailed in Building Your First
Domain Controller on 2012 R2 [5].

DNS Server Forward Lookup Zone Configuration

1. Open Server Manager.

LR watsag
ROLES AND SIRVER GROUPS

il apos 1 1§ once 1 & DNs 1 1 HE Al servers 1

{0 Managratiity @ Manageabiity

2. Inthe top right, click Tools > DNS.

3. The DNS forward lookup zone should have already been created during the DNS setup process
performed previously. If not, follow these instructions:
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| Aetive Divectory Adeministrative Center
| dictive Diectory Domains and Trusts
| Active Divectory Module for Windows PowerShet
| Active Directory Sites and Senvces

| Active Directory Users and Computers

| apsi £di

| Compenent Services

Computer Management
Defragment and Optimize Drives

OHEP

NS

' Event Viewer

| Group Policy Management

i {SCS! Initiator

Locat Secunty Policy

ODBE Data Sources (32-bit)

ODBC Dats Sewrces (64-bit)

Performance Monitor

Resource Monitor

Security € Wizard

R s

| System Configuration

() Ma | System Information

i Windows Firewall with Advanced Security
| Windows Memary Disgnastic

Per | Windows PowerShell

BPy | Windows PowerShel (x36)

| Windows PowerShell 1SE

| Windaws PowerShell ISE (436}

| Windows Server Backup

a. Right-click your server’s name, and select Configure a DNS Server...

File Amn \flzw Help .
XDe= Hemm i 688

| Name
I P

b Creste Defaukt Application Directory Partitions...

New Zone...

4 Set Aging/Scavenging for All Zones...

Scavenge Stale Resource Records

Update Server Data Files

Clear Cache

Launch nslookup

Al Tasks »

b. Click Next >.
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£ ONS Manager
File Action View Help

e 2@ XEez Be 88

51 DS | Neme
4 g A0 | |l Global Logs
b (& Global Logs | Forward Lookup Zones

b (] Forward Lookup Zones || ) Reverse Lookup Zones
b 1 Reverse Lookup Zones ||
b Trust Peints I
I [ Conditional Forwarders

Welcome to the Configure a DNS

Server Wizard

| This wizard heips you configure a DNS server by creating
forward and reverse loakup zones and by specifing roat
hints and forwarders.

To continue, didk Next.

c. Click Next >.

d. Under Select Configuration Action, select Create a forward loading zone...

Select Configuration Action
You can choose the lookup zone types that are appropriate to your network
size. Advanced administrators can configure root hints.

Select the action you would like this wizard to perform:

(® Create a forward lookup zone (recommended for small networks):

This server is authoritative for the DNS names of local resources but forwards all
other queries to an ISP or other DNS servers, The wizard will configure the root
hints but not create a reverse lookup zone.

(") Create forward and reverse lookup zones {recommended for large networks)

This server can be authoritative for forward and reverse lookup zones. It can be
configured to perform recursive resolution, forward queries to other DNS servers,
or both, The wizard will configure the root hints.

() Configure root hints only (recommended for advanced users only)

The wizard will configure the root hints only. You can later configure forward and
reverse lookup zones and forwarders.

<Back || Mext> | | Cancel

e. Click Next >.
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f.

g.

h.

j-

Under Primary Server Location, select This server maintains the zone

Click Next >.

Primary Server Location
You can choose where the DNS data is maintained for your network resources.

Which DNS server maintains your primary forward lookup zone?

(®) This server maintains the zone!
The wizard will help you create a primary forward lookup zone.

() &n ISP maintains the zone, and a read-only secondary copy resides on this server
The wizard will help you create a secondary forward lookup zone.

Enter PACS.TEST as the Zone name that was established previously during setup.

Click Next >.

Zone Name
What is the name of the new zone?

The zone name specifies the portion of the DNS namespace for which this server is
authoritative. It might be your organization's domain name (for example, microsoft. com)
or a portion of the domain name (for example, newzone.microsoft.com), The zone name is
not the name of the DNS server,

Zone name:

| PACS.TEST|

| <Back || mewt> | [ cancel

Select Allow only secure dynamic updates.
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k. Click Next >.

Dynamic Update
You can specify that this DNS zone accepts secure, nonsecure, or no dynamic
updates,

Dynamic updates enable DNS dient computers to register and dynamically update their
resource records with a DNS server whenever changes ocour.

Select the type of dynamic updates you want to allow:

(@) iallow only secure dynamic updates (fecqm'lended for Active Directory):
This option is available only for Active Directory-integrated zones.

() Allow both nonsecure and secure dynamic updates
Dynamic updates of resource records are accepted from any dient.
& This option is a significant security vulnerability because updates can be
accepted from unirusted sources,
() Do not allow dynamic updates
Dynamic updates of resource records are not accepted by this zone. You must update
these records manually.

I.  Add Forwarders (8.8.8.8 and 8.8.4.4 are Google’s DNS servers).

m. Click Next >.

Forwarders
Forwarders are DMS servers to which this server sends gueries that it cannot
answer,

Should this DNS server forward queries?
(®) Yes, it should forward queries to DNS servers with the following IP addresses:

IP Address Server FQDN validated | Delete

3.8.8.8 google-public-dns... CK | Up
@8.3.4.4 google-public-dns... COK

() Mo, it should not forward gueries

If this server is not configured to use forwarders, it can still resolve names using
root name servers,

n. Click Finish.
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Completing the Configure a DNS
Server Wizard

You have successfully completed the Configure a DNS Server
Wizard. When you dick Finish, the following settings will be
saved.

Settings:

| DMS server to configure: AD [
| Forward lookup zone to create: PACS. TEST R
IP address of forwarder: 8.8.8.88.8.4.4

.v.

Configure the hosts that will use this DNS server to point to
this DMNS server for name resolution, and then verify name
resolution using nslookup. If you added a new primary zone,
add resource records to it for the hosts whose names need
to be resolved by this DMNS server,

To dose this wizard, dick Finish.

| <Back | Fmsh 7 [ conce

DNS Server Reverse Lookup Zone Configuration

1. Open Server Manager.

WELCOME YO SERVER MANAGIR

T Lo Server |

A Server S .
:mm £ ° Canfigure this I
T8 oHCR

& ons
B Pt andt Storage Services |

ROLES AND SERVER GROUPS

W oanos 1| | 1 ohcr 1| [ o 1| [ ;1:;29"”"9' 1 B Local Server 1| | BE a8 Servers 1
(@) mansgeaiity (@ Mhansgeabiiity @ Maragrabiity E Marageatiity ® Marageatiity @ Marageatiity

Erunts Eeuniz Evaniz Eienis Eventz Events

Senices Services Services Services Services Services

Performancs Fertormance Farformancs Farformancs Farlormancs Farlormancs

EFA twsults EBFA twsults BFA tiults BFA miultn EFA mesults EFA teults

2. Inthe top right, click Tools > DNS.
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| - M

Active Directory Administratiee Center
Aictive Directory Domains and Trusts

#ctve Directory Module for Windows PowerShell

Active Directory Sites and Services
Bctive Directory Users and Computers.
ADSI Edit

Compaonent Sendces

Computer Management
Defragment and Optimize Drives
DHCP

RS

Event Viewer

Group Poficy Management
I5CS! Initiator

Local Security Palicy

QDB Data Sources (32-bit)
ODBC Data Sourcss {64-bit)
Performance Manitor
Resource Monitar:

Security Configuration Wizard
Senvices

System Configuration

System Information

Task Scheduler

Windows Firewsll with Advanced Security
Windows Memary Diagnostic
Windows PowerShell
Windows PowerShell {x36)
Windows PowerShell ISE
Windows FowerShell ISE {x86)
Windows Server Backup

3. Right-click Reverse Lookup Zones folder, and select New Zone...

e Action View Help
® fimcs Hm ia@a

Marme

rrsdes PACS.TEST

s T _msdes PACS,TEST
b [ Global Logs (i PACSTEST
4 [ Forward Lockup Zones

Type
Active Directary-integrated Pr...
Active Directary-integrated Pr..

Status
Running
Running

DMSSEC Status
Nt Signed
Mot Signed

Key Mm

4. Click Next >.
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File Action View Help

e np o Bm i@

£ DNs Mame Type Status DNSSEC Status Key Master
4 § AD 2 _msdes PACSTEST Active Derectory-Integrated Pr..  Running Met Signed
b (] Global Logs [ PACS.TEST Active Directory-Inteqrated Pr._.  Running Tot Signed

a7 Forward Lookup Zones
b (0 _msdes. PACSTEST
b 1 PACSTEST
" Reverse Lockup Zones

b L= TrusPoints

b 2 Conditional Forwarders

Welcome to the New Zone
Wizard

B This: wizard helps you ereate & rew Zome for your DS
" sarver,
A zone transiates DS names to related dats, such as P
addresses of nefwark services.

To contiue, dick Next.

5. Click Next >.
6. Under Zone Type, select Primary zone.
7. Select the Store the zone in Active Directory... checkbox.

8. Click Next >.

Zone Type
The DMS server supparts various types of zones and storage.

Select the type of zone you want to create:
O}

Creates a copy of a zone that can be updated directly on this server,
() Secondary zone

Creates a copy of a zone that exists on a’whersava’.'ﬂ’iéopﬁonhdpsbaiaﬂoe
the processing load of primary servers and provides fault tolerance,

() Stub zone
Creates a copy of a zone containing only Name Server (MS), Start of Authority

(504}, and possibly glue Host (&) records, A server containing a stub zone is not
autharitative for that zone.

[w] Store the zone in Active Directory (available only if DNS server is a writeable domain
controller)
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9. Click Next >.
10. Under Active Directory Zone Replication Scope, Select To all DNS servers running...

11. Click Next>.

Active Directory Zone Replication Scope
You can select how you want DNS data replicated throughout your netwark.

Select how you want zone data replicated:
(") To all DNS servers running on domain controllers in this forest: PACS. TEST

® o all BNS servers running on domain controllers in this domain: PACS. TEST!

() To all domain controllers in this domain (for Windows 2000 compatibility): PACS TEST

() To all domain controllers spedified in the scope of this directory partition:

Reverse Lookup Zone Name
A reverse lookup zone translates IP addresses into DNS names.

Choose whether you want to create a reverse lookup zone for IPv4 addresses or IPvG
addresses.

(®) {IPy4 Reverse Lookup Zonei

() IPv& Reverse Lookup Zone

13. Establish what IP addresses should be included in reverse lookup (the example above encompasses

all devices in the 192.168.120.0/24 subnet), then click Next >.
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Reverse Lookup Zone Name
A reverse lookup zone translates IP addresses into DMS names.

To identify the reverse lookup zone, type the network ID or the name of the zone,
(®) Metwork ID:
192 168 120 .

The network ID is the portion of the IP addresses that belongs to this zone. Enter the
network ID in its normal {not reversed) order,

If you use a zero in the network ID, it will appear in the zone name. For example,
network ID 10 would create zone 10.in-addr.arpa, and network ID 10.0 would create
zone 0.10.in-addr.arpa.

(_) Reverse lookup zone name:
| 120. 1868, 192.in-addr. arpa

14. Choose the Allow only secure dynamic updates (recommended for Active Directory) option, then

click Next >.

Dynamic Update
You can specify that this DNS zone accepts secure, nonsecure, or no dynamic

updates,

Dynamic updates enable DNS dient computers to register and dynamically update their
resource records with a DS server whenever changes ocour,

Select the type of dynamic updates you want to allow:

(@) illow only secure dynamic updates (reqammended for Active Directory}
This option is available only for Active Directory-integrated zones.

() Allow both nonsecure and secure dynamic updates
Dynamic updates of resource records are accepted from any dient.
m This option is & significant security vulnerability because updates can be
accepted from untrusted sources.
() Do not allow dynamic updates

Dynamic updates of resource records are not accepted by this zone. You must update
these records manually.

B [aet> | [ ]

15. Click Finish.
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New Zo

Completing the New Zone Wizard

‘You have successfully completed the Mew Zone Wizard. You
specified the following settings:

Mame:  120.168.132.in-addr.arpa
Type: Active Directory-Integrated Primary
Lookup type: Reverse

W

Mote: You should now add records to the zone or ensure
that recards are updated dynamically. You can then verify
name resolution using nslockup.

To dose this wizard and create the new zone, dick Finish.

<pack || Fmsh | |

Cancel

DHCP Server Installation

Install the DHCP server according to the instructions detailed in Installing and Configuring DHCP Role on

Windows Server 2012 [6].

DHCP Server Configuration

1. Open Server Manager.

WELCOME T SERVER MANAGER

A

ek ey

ROLES AMD SERVER GROUPS

W aops 1 18 oHcp 1 & NS 1 3

File and Steeaipe
Senvices

B Local Server

| TR

et

@ wanagessiey @ Manageasacy @ Manageasacy ®

0, reslts

Managesbdey

© Morogeasaty

@ Manageaviey

P& 1o

2. Inthe top right, click Tools > DHCP.
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Active Directory Administrative Center
Active Directory Domains and Trusts
Active Directory Module for Windows PowerShell
Active Directary Sites and Services
Active Directory Users and Computers.
ADS! Edit
Companent Senvices
Computer Management

and Optirnize Drives

[ Tomer
| ows
Event Viewar
Group Policy Management
ISCS1 Initiator
Local Security Policy
'ODBE Diata Sources (32-bif)
ODBC Data Sources (64-bit)
Performanice Monitor
Resource Monitor
Security Configuration Wizard
Al | Serices
System Configuration
@ w4 Systern Information
Task Scheduler
Windews Firewall with Advanced Security
Windows Memary Diagnostic
Pe Windows PowerShell
B Windows PowerShelf (<86}
Windews PowerShell ISE
Windows PowerShell ISE (x86)
| Windows Server Backup

3. If you see a green check mark on the IPv4 server, the DHCP server is up and running.

fle Adion View Hdp
«= 2@ B BE

a Server Options
] Policies
b (¥ Filters
by IPvE

DHCP Scopes Configuration

Performed on Windows Server 2012 R2

1. Open Server Manager.
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2.

[ | WELCOME O SERVER MANAGER

B oo Senver |

I A sewn o
W osoos

T§ ohor

W Fdo and Searage Services # |

ROLES AND SERVER GROUPS

Prrtormancs

BP sesults

Fertormani

BP results

W aoos 1| | 1§ once 1| | & ons

(& Manageatsiity @ Manageabiity (@ Manageabiity
Events Events Events
Services Servicwt Sedvicwt

Puttanmanes

BRA resuits

File and Starage
| Senver Al
L e B tocal B a0 servers
@) Manageabiity (@ Managessity (@) Maragessiity
Evants Ewints Evunts
Senvces Sonvices Services
Fertormancs Fartarmancs Partormunce
PR sesults EP results EFA results

g f’ Manage
Active Directory Administrative Center
Actve Directory Domains and Trusts:

Active Directary Sites and Services.
Active Directary Users and Computers
ADSI Edit
Companent Senvaces:
Computer Management

and Optimize Drives

Actve Directory Module for Windows PowerShell

In the top right, click Tools > DHCP.

DHCP

ONS

Event Viewer

Group Policy Management
ISCSH initiator

Local Security Palicy

ODBC Data Sources (32-bit)
ODEC Data Sources [64-bit)

Performance Manitor
Resgurce Maondtor
Security Configuration Wizard
i A | Servees
System Configuration
@ Ma System Infoemation
Eve Task Scheduler
Windows Firewall with Advanced Security
see Windows Memory Diagnostic
Pet | Windows PowerStel
BPY Windows PowerShell (<85}

Windows PowerShell ISE
Windaws PowerShell ISE (x86)
Windows Server Backup

3. Right-click IPv4, and select New Scope...
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&

Fle Adtion View Help

[

Wiew
Refresh

Praperties

«w nlm @ e B2
Y oHCP . i
a § sdpacsten
P
| Display Statistics..
[ Hew Scope..
»l— f

Hew Multicast $cope..
Canfigure Fadover—
Rephicate Fadover Scopes..,

Define User Classes.,,
Define Vendor Classes..

Reconcie All opes.
et Predefined Options..

o Add a Scope

8 scope s arange of IP addresses assigned to computert requesting a dynarnic [P address. You mist creste and configure 8

Te add & rw scope, on the Action menu, cick New Scope.

For moee informaation about setting up 8 DHCP server, see online Help.

4. Click Next >.

DHCP

¥
Fiie  Action View Help
«»| 27 D el @@ T
P brce
a § »dpacitent
4 P
3 Senver Optians
i Policies.
b Fiters
b B

O rrsn

A scope b5 a range of B sddvesies assigned 1o computers reguesting s dynariic 1 address. You must creste snd confiquie & scepe belces dynanss (P addieises can b sitigned

To add & new scope, on the Adica men, ciick New Scope

For mese infarmation sbout setting up & DHCP server, see anline Help.

Welcome to the New Scope
Wizard

This wizerd elgs you set 1 # scopm for datrbusng 2
B35St 1o COTOUlerS On your Nt

Tocontinue, choi Nest

5. Provide a Name such as Radiology Devices and a Description such as Collection of hospitals

Radiology equipment in the New Scope Wizard.

6. Click Next >.
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Scope Name

You have to provide an identifying scope name. You also have the option of providing

a description.

Type a name and description for this scope. This information helps you quickly identify

how the scope is to be used on your networlk.

Name: |Hadiology Devices

Description: ICoHecLion of hospitals Radiclogy equipment

7. Establish the IP range (192.168.120.200-192.168.120.254) from which the DHCP server should hand

out IPs for devices in this scope.

8. Click Next >.

IP Address

Range
*You define the scope address range by identifying a set of consecutive IP addresses.

—Configuration settings for DHCF Server

Enter the range of addresses that the scope distributes.
Start IP address: |192.163. 120 . 200
EndIP address: | 192 168 120 254

r~Corfiguration settings that propagate to DHCF Client

Length: | 24_.:'
Subnet mask: |255.255.255.u

< Back

Next> | |

Cancel

9. Click Next >.
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Add Exclusions and Delay
Exclusions are addresses or a range of addresses that are not distibuted by the
server. A delay is the time duration by which the server will delay the transmission of a
DHCPOFFER message.

Type the |P address range that you want to exclude. i you want to exclude a single
address, type an address in Start I[P address only.

Start |P address: End IP address:
||. . . ¥ . . A

Excluded address range:

Remnowe |

Subret delay in milli second:;

[_3

Lease Duration
The lease durstion specifies how long a client can use an P address from this scope.

Lease durations should typically be equal to the average time the computeris
connected to the same physical network. For mobile networks that consist mainty of
portable computers or dial-up clients, shorter lease durations can be useful.
Likewise, for a stable network that consists mainly of desktop computers at fied
locations, longer lease durations are more appropriate.

Set the duration for scope leases when distibuted by this server.
Limited to:
Days: Hours: Minutes:

EEREEREE

[<Bos [ Bees | [Comes |

11. Choose Yes, | want to configure these options now, then click Next >.
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Configure DHCP Options
fou have to corfigure the most common DHCP options before clients can use the
scope.

When clients obtain an address, they are given DHCP options such as the P
addresses of routers (default gateways), DMNS servers, and WINS settings for that
scope.

The settings you select here are for this scope and overide settings configured inthe
Server Options folder for this server.

Do you wart to configure the DHCP options for this scope now?

% ¥Yes, | want to corfigure these options now!
Mo, I will corfigure these options later

| <Back || MNet> | [ Cancel

12. Enter the subnet’s Default Gateway as 192.168.120.1.

13. Click Add.

Router {Default Gateway)
You can specify the routers, or default gateways, to be distributed by this scope.

To add an P address for a router used by clients, enter the address below.

1P address:
192 .168. 120 . 1|

Bemaove

Up

Dgn

14. Click Next >.
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Router (Default Gateway)
You can specify the routers, or default gateways. to be distributed by this scope.

To add an IP address for a router used by clients, enter the address below.

P address:

| : = : Add

152.168.120.1 Remove |
Up

Digwm |

15. Ensure IP address in bottom-right box is the IP address (192.168.120.101) for the DNS server
configured earlier.

16. Click Next >.
Domain Name and DNS Servers

The Domain Name System {DMNS) maps and translates domain names used by clients
on your network.

‘You can specify the parent domain you want the client computers on your netwark to use for
DMS name resolution.

Parent domain: |PACS.TEST

To configure scope clients to use DNS servers on your network, enter the IP addresses for those
servers.

Server name: IP address:
| . . . fdd

Resolve | Remo |

Up

17. Click Next >.
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WINS Servers

Computers unning Windows can use WINS servers to convert NetBIOS computer
names to |P addresses.

Entering server IF addresses here enables Windows clients to query WINS before they use
broadcasts to register and resolve NetBIOS names.

Server name: IP address:
| = = ; Add
Resolve | Bemowe |

Up

L

D

To change this behavior for Windows DHCP clients modify option 046, WINS/NBT Node
Type, in Scope Options.

Activate Scope
Clients can obtain address leases only if a scope is activated.

Do you want to activate this scope now?

% ¥es | want to activate this scope now

£ No. | will activate this scope later

<Back || Ned> | | Cancel

19. Click Finish.
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New Scope Wizard

Completing the New Scope
Wizard

You have successfully completed the New Scope wizard.

the newly added scope by right clicking on the scope and
clicking on configure failover.

To close this wizard, click Finish.

To provide high availability for this scope, configure failover for

| < Back || Finish i |

20. Scope should appear under the IPv4 drop-down. Ensure Scope Options are correctly established

with these values:

= 003 Router: 192.168.120.1
= 006 DNS Servers: 192.168.120.101
= 015 DNS Domain Name: PACS.TEST

4

File Actien Yiew Help

a il G Hienl &
Z DHCP Option Name Vendor Value
4 @ adpacstest 003 Router Standard

4 iy [Pud DNS Servers Standard

4 [ Seope[192.168.120.0) Radiology Devices ] 015 DMS Domain Name Standard
{3 Address Pool

Address Leases

Reservations

Scaope Options

Policies

4 Server Options

Policies
& (Ff Filters
v i IPE

2.6.2  DigiCert PKI

DHCP

Policy Name
MNone
Mane
Neone

DigiCert is a cloud-based platform designed to provide a full line of SSL certificates, tools, and platforms
for optimal certificate life-cycle management. To use the service, an account must be established with
DigiCert. Once an account is established, access to a DigiCert dashboard is enabled. From the dashboard,
DigiCert provides a set of certificate management tools to issue PKI certificates for network

authentication and encryption for data-at-rest or data-in-transit as needed.
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The instructions below describe the process to obtain an SSL certificate on behalf of medical devices
using the DigiCert certificate signing services.

Create CSR

A CSRis represented as a block Base64 encoded Public Key Cryptography Standards (PKCS)#10 binary
format text that will be sent to a CA for digital signature when applying for an SSL certificate. The CSR
identifies the applicant’s distinguished common name (domain name), organization name, locality,
country, and the public key. The CSR is usually generated from the device where the certificate will be
installed, but it can also be generated using tools and utilities on behalf of the device to generate a CSR.
Below are instructions on how to use the Certificate Utility for Windows (DigiCertUtil.exe) provided by
DigiCert to generate CSRs for a medical device or a server.

Download and save the DigiCertUtil.exe from the DigiCert site [7].

1. Double-click DigiCertUtil.exe to run the utility.

2. Click the Create CSR link to open a CSR request window.

3. Onthe Create CSR window, fill in the key information (some of the information is optional).

= Certificate Type: Select SSL

= Common Name: HYLAND-VNA.pacs.hclab

= Subject Alternative Names: HYLAND-VNA.pacs.hclab
= Organization; ***#x**x*

= Department: HCLAB

=  City: Rockville

=  State: Maryland

= Country: USA

= Key Size: 2048

4. Click Generate to create a CSR. This will also generate a corresponding private key in the Windows
computer from which the CSR is requested. The Certificate Enrollment Request is stored under
Console Root\Certificates(Local Computer)\Certificate Enrollment Requests\Certificates.
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[®) DigiCert Certificate Utility for Windows@

Create CSR
Cor tifiwale Dctade Anfrrmetan
Certificate T: uil
Certificate Type: @) SSL (O Code Sianing i il
Choose how you are going to use the
Common Mame: | HYLAND-VNA.pacs.hclab certificate.

If you choose SSL, then the certificate will be

Subject | HYLAND-VNA.pacs.hclab saved in the machine certificate store.

Alternative
Hames: If you choose Code Signing, then the
cerificate will be saved in your own certificate
store.

Organization: | NIST-NCCoE

Department: | HCLAB

City: | Rockville
State: | Maryland .
Country: USA s
Key Size: 2048 &

[ ] | Goren

5. The figure below is a sample CSR.

[®] pigicert Certificate Utility for Windows® - Renew Certificate

a The certificate request has been successfully created.

=====BEZIN WIW CERTIFICATE REQUEST-----

bt

Saveys Ty nan

Lustevzestasial L 3MKPUEEAIC
sB2qn 7
Sgneagabygbine

371730800 ¥
T W YL P R B EAGIRARGE S AR
gt phag s n Jexbotant

i s
§ /K 3 SyTEvEese gl
FOIAnTRL Sy

sgakiesl ol
o 23 3{ules

[«=e=<EKD HEW CERTIFICATE RECUEST-cces

Sove o il

6. Select and copy the certificate contents to the clipboard or save to an American Standard Code for
Information Interchange text file. Use the text contents to paste into the DigiCert order form.
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7.

Issue Signed Certificates. With a created applicant CSR, request a signed certificate using DigiCert
CertCentral portal by following these steps:

a.

Log in to a DigiCert dashboard (https://www.digicert.com/account/login.php) with your account
username and password. In the portal, select CERTIFICATES > Requests, then navigate to
Request a Certificate, and select Private SSL to open a certificate request form.

Paste the CSR information to the area called Add Your CSR, including the ----- BEGIN NEW
CERTIFICATE REQUEST----- and ----- END NEW CERTIFICATE REQUEST----- tags. Once the pasting
is done, some of the fields will be populated automatically.

After filling in all the required information, scroll down to the bottom of the page, and select the
| Agree to the Certificate Services Agreement Above checkbox. Next, click the Submit
Certificate Request button at the bottom of the form to submit the certificate for signing
approval.
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File Edit View Favorites Tools Help

Qdigicert® | CERTCENTRAL®

P REQUEST A CERTIFICATE A Select a Product

Request Private SSL Certificate

il DASHBOARD

U CERTIFICATES
Certificate Settings

Add Your CSR®
Click to upload s CSR or paste one below

), INSPECTOR

Common Hame

+Show Recently Crested Demains

HYLANDVHA paes helab

ACCOUNT
B Include both [ your-domain .oom and www. your-domain ] com in the osrtif
& SETTINGS Validity period
1 year
2 years.
@ 3years

Custom expiration date

Custom length

Additional Certificate Options +

Organization

Organization Info

HIST-NCCoE

9700 Great Seneca Huy
Rockville, MD, US 20850

301-975-0212

Contacts

Organization Contact

Kangmin Zheng

Sr. Cyberseourity Engineer
kzheng@mitre. org
301-975-0291

dick here.

8. The certificate is listed under Orders. Once the order status changes to Issued, the certificate is

ready for download.
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File Edit View  Favorites Tools BB

ETTrT T R

Order # » Date Common Mame ‘Status

teational Institute of Standaida and Technology = - KangminZheng = % B (1)

aligity Pradacl Expires

9. Click a specific order number to display the certificate details with a list of actions that can be
performed. Click Download Certificate As to download certificates with signed CA and Root CA
certificates. A variety of certificate formats can be downloaded, such as .crt, .p7b, .pem.

10. Save the downloaded certificate in a location where it can be used for further processing if needed.

Import and Export the Signed Certification

After downloading the SSL certificate from DigiCert, you can use the DigiCert Certificate Utility for
Windows to install it. With the DigiCert Utility tool, you can further manipulate the certificates to
combine with the private key and export the signed certificate to the certificate requesting device

server.

1. From the DigiCert Certificate Utility for Windows, click the Import button to load the downloaded
signed Certificate file to the utility. The downloaded file was saved in step 10 of Section 2.6.2. Click

the Next button to import.

2. From the DigiCert Certificate Utility for Windows, click SSL to list all the imported files.

3. To export the certificate, select the certificate you want to export as a combined certificate file and
key file in a .pfx file or separated as a certificate file and key file, then click Export Certificate.
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| DigiCent Certificate Utility for Windews© -
iqi ¥ | ceermicare unisiry 1.800.896.7973
Qidigicert | cesnricare v . 73

support@digicert.com

 Create CSR. + Import Refresh
ife ... Serial Number Friendhy Ma... Issuer
071B282800... Hyland-wna DigiC..
1SECertE

Export Certificate Test Key View Certificate

key file to a desired location in the device.

Live Chat

4. Click the Next > button, then follow the wizard instructions to save the certificate file and private

@ DigiCert Certificate Utility for Windows®© X
Certificate Export

This wizard will export a certificate and optionally its private key from the
certificate store to disk.

You must select the private key option if you wish to install this certificate on a
different computer.

Do you want to export the private key with this

(® Yes, export the private key

fx file
OF Include all certificates in the certification path if possible

(O key file (Apache compatible format)
(O No, do not export the private key

< Back Next > Cancel
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2.7 Network Control and Security

Network control and security was implemented throughout the network infrastructure. The build
features perimeter security that includes firewall feature sets and network traffic monitoring. The
internal lab environment implements VLANSs to establish network zones. Modality devices are further
isolated by using micro-segmentation. The build also includes behavioral analysis tools that alert upon
anomalous activity.

2.7.1  Cisco Firepower

Cisco Firepower, consisting of Cisco Firepower Management Center and Cisco Firepower Threat
Defense, is a network management solution that provides firewall, intrusion prevention, and other
networking services. For this project, Firepower was used to provide network segmentation and both
internal and external routing. Access control and intrusion prevention policies were also implemented.

Cisco Firepower Management Center Appliance Information

= CPUs:8

= RAM: 16 GB

=  Storage: 250 GB (thin provision)

= Network Adapter 1: VLAN 1201

=  Operating System: Cisco Fire Linux

Cisco Firepower Management Center Virtual Installation Guide

Install the Cisco Firepower Management Center Virtual appliance according to the instructions detailed
in Cisco Firepower Management Center Virtual for VMware Deployment Quick Start Guide [8].

Cisco Firepower Threat Defense Appliance Information

= CPUs:8

= RAM: 16 GB

=  Storage: 48.5 GB (thin provision)
= Network Adapter 1: VLAN 1201
= Network Adapter 2: VLAN 1201
= Network Adapter 3: VLAN 1099
= Network Adapter 4: VLAN 1099
= Network Adapter 5: Trunk Port
= Network Adapter 6: Trunk Port

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS) 122



"2-008T°dS’ LSIN/8Z09°0T/840°10p//:s0d11y :woJy 984eyd o 9344 d|qe|ieAe s| uoedlignd siy|

Network Adapter 7: VLAN 1101
Network Adapter 8: VLAN 1101
Network Adapter 9: VLAN 1701

Operating System: Cisco Fire Linux

Cisco Firepower Threat Defense Virtual Installation Guide

Install the Cisco Firepower Threat Defense Virtual appliance, according to the instructions detailed at
Cisco Firepower Threat Defense Virtual for VMware Getting Started Guide [9].

Adding Firepower Threat Defense (FTD) Appliance to Firepower Management Center (FMC)

1.

2.

3.

Log in to the FMC Console.
Navigate to Devices > Device Management.

Click the Add drop-down button and select Add Device.

Overview Analysis Policies JMOUTEEE Objects AMP Intelligence Deploy , System Helpv admin v

Device Management NAT VPN v QoS Platform Settings FlexConfig Certificates

Device Management

List of all the devices currently registered on the Firepower Management Center.

View By : | Group ¥ | Al(1) | Ewor(1) | Waming (0) | Offline (0} | Mormal (0 Deployment Pending (0 , Search Device

Name Model Vers... Chassis Licenses Access Control Poli...

4 ] Ungrouped (1)

&) Add -
() Device
@ High Availability
&) Stack
& Group

Enter 192.168.120.141 as the IP address of the FTD appliance.

Enter FTD-PACS as a display name to identify the FTD appliance.

Enter the manager key created when configuring the manager on the FTD appliance.
Click the Access Control Policy drop-down and select Create New Policy.

a. Create a name for the policy.

b. Select Block All Traffic.

c. Click Save.

Under Smart Licensing, check the boxes next to Malware, Threat, and URL.

Under Advanced, check the box next to Transfer Packets.
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10. Click Register.

Add Device

Host:™ |192.163.120.141|

Display Name: | FTD-PACS

Registration Key:™ | ciscol23

Group: | Mone

Access Control Policy:* | PACS Global Policy

Smart Licensing
Malware: |

Threat: ¥
URL Filtering: Il

Advanced
Unigue NAT ID:T

Transfer Packets: [l

ﬂ On Firepower Threat Defense devices version 6.2.1 enwards, AnyConnect
VPN licenses can be enabled from smart license page

[ Register || concel |

11. The FTD appliance will be added to the FMC’s device list.

Overview Analysis Policies UESUISER Objects AMP Intelligence Deploy , System Help v admin v

Device Management NAT VPN v QoS Platform Settings FlexConfig Certificates

Device Management

List of all the devices currently registered on the Firepower Management Center.
View By : | Group ~| AW(1) | Emor(1) | Waming (0) | Offine (0) | Meormal (0} | Deployment Pending (0) [ search Device (@ aw - |

4 ] Ungrouped (1)

[}

FTD-PACS
192,168,120.141 - Routed FTD for VMWare 6.3.0.3 N/A Base, Threat (2 more...) PACS Global Policy. & 0 R

FTD Interfaces for PACS Architecture Configuration

Each physical interface connected to the Cisco FTD will appear in the FMC device management section
under the interface tab. To configure the eight subnets needed for the PACS architecture while also
allowing management, diagnostic, and wide area network (WAN) traffic, we dedicated two interfaces
set up as a redundant pair for all internal subnet traffic. To accomplish this, a sub-interface was created
for each of the eight PACS subnets (e.g., Enterprise Services, Imaging Modalities, Security Services) and
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established redundant interfaces for WAN traffic and traffic on VLAN 1101. The following guidance
describes how the redundant interfaces and sub-interfaces were created.

1. Logintothe FMC Console.

N

Navigate to Devices > Device Management.

3. Find your FTD device and click the edit icon.

e

Navigate to Add Interfaces > Redundant Interface.

Overview Analysis Policies ghISNIIEE Objects AMP Intelligence Daploy .~. System Help v admin v
Device Management NAT VPN ¥ Qo5 Platform Settings FlexConfig Certificates
FTD-PACS You bave usaved changes | L_.qu | 0 Canced |
Cisco Firepower Threat Defense for VMWare
Device  Routing lgn Inline Sets  DHCP
& Sync Device || 3 Add Intesfaces =
Type. | Security Zones MAC Addres il 43 Subinterfaca
ui\-_.;;.;N = — &) Redundant Interface
e Bridge Group Interface
Physical vl Yo
Physical
Physical
Phiyskcal
Physical &
Physscal
Guest Physical GUEST 192, 168.170.1/24{S|
WaN Redundant VAN 10,32.50,130/28{Static) £
LAN Redundant
SubInterface Enterprise-Services 192 168.120.1/24(Skatic) 78
sublnterface Clinical-Workstations 192.168,130.1/24(Static) & B8
PACS-A Sublnterface  PACS-A 192.168,140.1/24(Static) &8
PACS-B Sublnterface PACS-B 162.168.141.1/24(Static) & 8
Radiology Sublnterface  Radiology 192,168,150.1/24(Static) &8
Clinical-Applications Clinical-Applications 92.168,160.1/24(Static) 78
8, 1B0.1/24(Staric) rd

5. Enter Internal-Network as the name for the redundant interface.
6. Create and/or add a security zone to the redundant interface.
7. Assign a Redundant ID (e.g., Internal-Network) to the redundant interface.

8. Select a primary interface and secondary interface for the redundant pair.
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FTD-PACS
Clsco Firepower Thieat Defense for VMWare
' Deviee. )

| @ongnestcon @ pdd Redundant Interface ? x

@ cioabitethernetoro;

1Pv4 1PV Advanced

@ GiosbrEthernetort

mm - Mame: Internal-Network ™ Enabled Management Only

it : Deescription:

[ Gigatueshernetoy

i m——

.m Security Zone: Internal-Metwork

.Gﬂl! i MTU: 1500 ducE s

[@ sigaiteshernetors Gu 1681170
li il Redundant 1D *; 3 148

B redundantt we £50.130

B Primairy Interf netd/4 =

8 Redungan2 £ :
I Redundantz 1201 e ETTEIITEE S 68,120,
B8 redundantz. 1301 ] (68:130,

A 168,140
- ) oK Cancel o

8 redondantz. 1402 o SN fggiian
= i e L, Aot

9. Navigate to the IPv4 tab.

10. Assign an IP address and netmask (e.g., 192.168.100.101/24) to the interface.

11. Click OK.

Device Management ~ NAT | VPNv | QoS Platform Settings | g certif
FTD-PACS i
Cisco Firapower Threat Defanse for VMWare
de  Add Redundant Interface %
General m 1PvE  Advanced
18 Type: Use Static 1P |5
1P Address: ","9'2_ 168.100.101/24 799.2109_'3.2}%513255.235 255,128 or
Gu 16817
wi 250,13
Jan 1
.Mwuam?._.nm En 16812
B8 Redindant? 1301 ol 16813
8 redundantz 1401 & 16814
Wi A oK Cancel e
= | 1581 Radioloay Sublnterface __ Radioloay 192.168.15
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12.

13.

14.

15.

16.

17.

Navigate to Add Interfaces > Sub Interface.

Overview Analysis Policies eSS Objects AMP  Intelligence y . System Help ¥ admin ¥

Device Management NAT VPNY | QoS Platform Settings FlexConfig Certificates

FTD-PACS @ concel |
Cisco Firepower Threat Defense for VMWare
Device  Routing l== loline Sers  DHCP
& sync Device || 63 Add interdaces »
Logical Hame Type. security Zones MAC Address (Active/ Standby 1p Address O Sub Interface
A o, s, e ik i s il o ey
Phisical &y Bridge Group Interface
Physical .
Dyl
Physical P
Physical
Gusest Physical GUEST 192.168.170.1/24(Static)
WAN Redundant WAN B(Static) &8
B redundant2 Lan Redundant « &
8 R Sublnterface  Enterpris 192,168,120, 1/24({5tatic) 5]
8 redundantz 1301 Sublnterface  Clinical-Wor 192.168.130,1/24{Static) 78
B sedundantz 1401 sublnterface  PACS-A 192.166.140 a8
B8 Redundant2 1402 Sublnterface- - PACS-B 192.166.141 &
Sublnterface Radinlogy 192.168.15 &
Clinical-Applications Sublnterface  Clinical-Applications 192.168.160.1/" &
8 redundant Data-Center Subinterface Data-Center e |
8 redu Security-Services Security-Services 192.168.190.1/24(Static) 78
B Redunda Internal-Network Redundant Internal-Network 192,168,100, 101/24( Static) &8 .
Disgdaving 1-19 of 19 imterfaces. 1€ € &
Emerface sizens fast updated 2 menutes ago

Enter VNA as the name for the subinterface.
Create and/or add a security zone, VNA, to the subinterface.
Select an interface under which the subinterface will operate.

Note: For our build, we placed each subinterface under Redundant 2, the redundant interface for
GigabitEthernet0/2 and GigabitEthernet0/3. These two physical interfaces were the destination for
each VLAN'’s traffic.

Assign 1403 as the Sub Interface ID to the subinterface.

Assign 1403 as the VLAN ID to the subinterface.
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FTD-PACS

Gisco Firepawer Threat Deferse for VMWare:

(8 cigabitthemerors
GigabitEtemeto)3
@ pssisthermasia.
@ soavitEthermetoss
B cansiternernators
& Redundantt.
B Redundantz.
8 Redundanez 1701
‘mmn.lmr
8 Recundant2; 1401
8 Redundantz. 1402
8 redundantz 150
8 redundantz: 1501

&, Search by name

Add Sub Interface T x
T v s
Name: vhA i Enabled Management Only
Description:
Gu | Securlty Zone: [vnn -
Wi M 1500 (64 - 9000}
A | nrerface = Redundantz -
T :
B | sub-interface 1D *: 1403 {1-4294967095)
& | Vi [1903 £t =4po4) _
A = 168.140,
pA 168,141,
: 168.150.1
i oK cancel i
(al 2:168,160.1

18. Navigate to the IPv4 tab.

19. Assign an IP address and netmask (e.g., 192.168.142.1/24) to the subinterface.

20. Click OK.

FTD-PACS

Cisco Flecpower Threat Defense for VMWare

(& ciaavitethermetort
[@ Gioabitetherneto/s

o ik
8 fiedundant2. 1401
8 Recundant2 1402
8 Redundant2. 1501

8 Redundantz. 1601

'vim-un' | NAT | WPNv | QoS | Piatform Settings | FlexConfig | Certificates |

Add Sub Interface

General m IPv6.  Advanced

1P Type: Use Static IP i

P : { ke ©g. 192.0.2.1/255.255.255.128 or
1P Address 192 168.142.1§24 152.0.2.1/25

(+14

Canced

250
168,
168,

168

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS)

128



"$2-008T"dS 1SIN/8Z09°0T /840" 10p//:sd1Yy :woly 984eYd JO 9314 3|e|IeAe s| uonealjgnd siy L

21. Click Save.

22. Click Deploy and wait for deployment to FTD to complete.

23. Refresh the page and confirm that the redundant interface and subinterface are running (shown

with a green dot on the interface’s icon).

Overview Analysis Policies JelSMISES Objects

AMP  Intelligence

Device Managemeant MAT VPN ¥
FTD-PACS

QoS Platform Settings

Device Routing m Inlime Sets BHCP

. System Help v admin v

FlexConfig Certificates

| €3 gancel

indant2. 1201
W redundantz 1301
8 redundantz 1201
8 redundanta 1202

B redundant2. 1403

nt2, 1501

12,1601

Lagical Name

Data-L

Security-Servic

Internal-Network

Ty
Priysical
Physical
Physical
Physical
Physical

Rodundant

Redundant

Redundant

& Sy Davica

1P Address.

GUEST 192.168,170.1/24(Static)

WAN

Chinical- Workstations

PACS-A

PACS-B

VHA

Radiclogy

Clinicad-App

Intarnsl-Netwark

flk Add Triterfaces =

@ @

@ W @

D@ W

o

DHCP Relay Through Cisco Firepower Management Center Configuration

1. Logintothe FMC Console.

2. Navigate to Devices > Device Management.

3. Find your FTD device and click the edit icon.
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Overview Analysis Policies uISUld-l Objects | AMP Intelligence

System Help v admin v

Device Management NAT VPN v QoS

Device Management

List of all the devices currently registered on the Firepower Management Center.

Wiew By : | Group ¥| All(1) | Eror(1) | Waming (0)

4 ] Ungrouped (1)

@ FID-PACS

192.168.120.141 - Routed

Platform Settings

FlexConfig

| Offine (0)

FTD for VMWare 6.3.0.3 N/A

Certificates

Deployment Pending (0) 3, Search Device | @ add - |

Base, Threat (2

PACS Global Policy.
more...}

4. Navigate to the DHCP tab.

Overview Analysis Palicies aaUle=-8 Objects AMP Intelligence

4 System Help v admin v

X s

Device Management NAT VPN ¥ QoS Platform Settings FlexConfig Certificates
FTD-PACS 1O concel |
Cisco Firepower Threat Defense for VMWare
Device Routing Interfaces Inline Sets DHCP
b | [HICE Sekpat Ping Timeout 50
DHCP Relay
Lease Length
DDNS g _3500
Auto-Configuration =]
In
Override Auto Configurad Settings:
Domain Mame
Primary DNS Server ¥ @ Primary WINS Server | | @
Secondary DNS Server b+ ] Secondary WINS Server [+ @

5. Navigate to the DHCP Relay Agent section.
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Devices Jeli)[usd

n Help v admin v

Device Management NAT VPN v QoS Platferm Settings FlexConfig Certificates
FTD-PACS L@ cancel |
Cisco Firepower Threat Defense for VMWare
Wit | Foi | mwees | TEeEen
DHCP Server
» DHCP Relay 1Pv4 Relay Timeout: 60 Secends.
DDNS
1Pv6 Relay Timeout: 60 Seconds
[ EET T DHCP Servers
Interface Enable DHCP Relay Set Route(IPv4)
Clinical-Workstations v 4 (1Pv4 anly) v
PACS-A & (1Pva only) v
PACSB  (1Pva only) i
Radiology  (1pva only) ¢
Clinical-pplications o (1Pvd only) v
Data-Center v 4 (1Pv4 only) o
Security-Services  (1pud anly) o
Internal-Network ¥ (1pva only) <
Guest  (1pva only) i

6. Under DHCP Relay Agent, click Add.

Overview Analysi

Devices gol[lad] AMP

System Help v admin v

Device Management VPN v QoS Platform Settings FlexConfig Certificates
FTD-PACS (B
Cisco Firepower Threat Defense for VMWare
Device  Routing  Interfaces  Inline Sets
DHCP Server
» DHCP Relay 1Pv4 Relay Timeout: |60 Seconds
DDNS
IPVE Relay Timeout: |60 Seconds
g Pl DHCP Servers
| @ Add
Clinical-Workstations « (1pv4 orily) 4 el |
PACS-A  (1pva only) 4 s 8
PaCs-8 o (1Pv4 only) v <8
Radiology + (1Pv4 only) 4 S8
Clinical-Applications o (1Pva only) & S B
Data-Center « (1Pva only) Y P |
Secunty-Services o (10v4 only) v & B
Internal-Netwark « (1Pva only) g) i |
Guest & (1pv4 anly) L4 &

7. Assign an FTD interface as LAN.
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8. Check the box next to Enable IPv4 Relay.
9. Check the box next to Set Route.

10. Click OK.

AMP Int

Device Management NAT | VPNv | QoS Platform Settings | FlexConfig | Certificates |

FTD-PACS

Cisco Firepower Threat Defense for VMWare

DHCP Server
» DHCP Relay 1Py4 Relay Timeout: |60 | Seconds Range: 1-3600
DDNS

IPvE Relay Timeout: 60 Saconds. Range: 1-3600

DHCP Relay Agent

Add DHCP Relay Agent Configuration 7 %

l Hitios Mt DHCP Relay: %! Enable 1Pv4 Relay

| PACS-A ¥ Set Route
| PACS-B |2l Enable 1Pv6 Relay
|
Rodiciioy | ok || -cancel |

Clinical-Applications & (1Pvd only)

| [
|
L . o .
L
L4
L4
L4
L4

11. Ensure that the new relay, LAN, is in the DHCP Relay Agent list.

Overview Analysis Policies eVl i System Help v adi

De

Management ~ NAT = VPNv QoS  Platform Settings  FlexConfig  Certificates

Cisco Firepower Threat Defense for VMWare

Devite  Ronting  Interfaces  Inline Sets

FTD-PACS Vou have wnsavad chanzss || ‘M|

DHCP Server
» DHCP Relay IPv4 Relay Timeout: 60 Seconds
DDNS

IPv6 Relay Timeout: 60 Seconds

[T ERM I  DHCP Servers

| @ add
PACS-A « (1Pva only) 4 &8
PaCS B ¥ (1pva oriy) v s 8
Radiology & (1Pva only) L4 S8
Clinical-Applications  (1Pua only) < &8
Dats-Center & (1pv4 only) L4 Fa |
Security-Services + (1pva only) L4 &8
Intemnal-Network ' (1Pv4 only) « &8
Guest ¥ (1Pvd only) L4 &8
LAN o (1pva only) ¥4 & @

12. Under DHCP Servers, click Add.
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Overview Analysis Policies USUIsCEN Objects = AMP Intelligence

Device Management NAT VPN¥ QoS Platform Settings FlexConfig Certificates

, System Help v admin v

FTD-PACS (@ conce |
Cisco Firepower Threat Defense for VMWare
Device  Routing  Interfaces  Inline Sets
DHCP Server
» DHCP Relay IPv4 Relay Timeout: &0 Seconds
DDNS
1Pv6 Relay Timeout: |60 Seconds
DHCP Relay Agent I)B('E Servers
| @ Add |
DHCP-AD-Server Enterprise-Services pd:]

13. Click the green + button to create a new object for the DHCP server.

Overview Analysis Po 3 Devices [ s | AMP Intellig

Device Management = NAT ‘ VPN¥ QoS  Platform Settings F[exconﬁg: Certificates. :

FTD-PACS

Cisco Firepower Threat Defense for VMWare

DHCP Server

' » DHCP Relay || IPv4 Relay Timeout: |60 | Seccnds fange: 1-3600
' DDNs [
IPvE Relay Timeout: 60 | Seconds Rangs: 1-3500

DHCP Relay . DHCP Servers

Add DHCP Relay Server Configuration

DHCP-AD-Server Senver v @
Interface -
(O |

Cancel

14. Enter Test-DHCP-Server as a name for the DHCP server.
15. Enter 192.168.100.170 as an IP address for the DHCP server.

16. Click Save.
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New Network Object

Name:

Description:

Network:

Allow Overrides:

Test-DHCP-Server

'® Host

192,168.100.170|

17. Select the newly created DHCP server.

18. Select an FTD interface through which the DHCP server can be connected.

19. Click OK.

FTD-PACS

Cisco Firepower Threat Defense for VMWare

DHCP-AD-Server

DHCP Servers

DHCP Server
» DHCP Relay 1Pv4 Relay Timeout: |60 Seconds fang=:1-3600
ok
1PV6 Relay Timeout: Saconds Range: 1-3600

Add DHCP Relay Server Configuration

Test-DHCP-Server] ~ D

| Internal-Network V

Server

Interface

oc ]|

Cancel

20. Ensure that the new server is in the DHCP Server list.
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21. Click Save.
22. Click Deploy to add the new configuration settings to the FTD appliance.

Overview Analysis Policies JiSUla=8 Objects = AMP Intelligence Deploy , System Helpv admin v

Device Management NAT VPN v QoS Platform Settings FlexConfig Certificates

FTD-PACS ou hava wnssvad chasg

Cisco Firepower Threat Defense for VMWare

Device  Routing  Tnterfaces  Tnline Sets

| save H_é Cancel |

DHCP Server
» DHCP Relay IPv4 Relay Timeout: 60 Seconds
DDNS
IPv6 Relay Timeout: 50 Seconds
DHCP Relay Agent DHCE Servers
| @ add |
DHCP-AD-Server Enterprise-Services 78
Test-DHCP-Server Intemnal-Network i

Network Address Translation (NAT) Rules Configuration

1. Navigate to Devices > NAT.

Overview Analysis Policies JeEUTERS Objects AMP  Intelligence System Help v admin v

Device Management NAT VPN ¥ QoS Platform Seftings FlexConfig Certificates
ol New Policy

PACS NAT Thraat Defense

2. Click New Policy > Threat Defense NAT.

Overview Analysis Policies JaIUIEER Objects =~ AMP  Intelligence , System Help¥ admin ¥
Davice Management NAT VPN ¥ Qos Platform Settings FlexConfig Cartificates

i New Palicy
Flrepower NAT

PACS NAT

Threat Defense NAT

rgeted devices = O ——

3. Give the new policy a Name as PACS NAT.
4. Assign the FTD appliance to the new NAT policy.

5. Click Save.
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8.

9.

New Palicy

Mame: | PACS NAT

Description: |

Targetad Devices -

Select devices to which you want to apply this policy.
Avallable Devices

|_ 4, Search by name or vahe

Click the NAT policy’s edit icon.
Click Add Rule.
Set NAT Rule to Auto NAT Rule.

Set Type to Dynamic.

10. Under Interface Objects, set Source Interface Object to one of the FTD appliance’s LAN interfaces.

11. Set Destination Interface Object to the FTD appliance’s WAN interface.
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ew DWECIBS Objects AMP Int

 Device Management  NAT veNy QoS llmml ‘Certificates
PACS NAT You have unsaved changes

Enber Description

Rules

Add NAT Rule

NAT Rule: | Auto NAT Rule o
Type: Dynamic =
LS PV TS Bl Translation: PAT Pool  Advanced
z - “Eryniamic |
Avsilable Interface Objects & Source Interface Objects (1) Dastination Interface Objects (1)
& ‘ NW! | 4 Search by name | i VA B ahwan i ] !
¥ = : -
£ > Dynomic  °o* Guest-Services - |
aging-Modalities |'_M5° _|
E Dynamic ternal-Retwork Seufea—) 1
o Dymk aun PACS-A ! {
: iau PACS-8
L -Dynamic au Security-Services |
r W Dynamy  <+e VM4 |
awn WAN
E Bynamic |
= - Dynarie |
OK LCancel
A -Drynamic S L Y e, eI 1

12. Under Translation, set Original Source to the network that corresponds with the source interface
object established in the previous step.

13. Set Translated Source to Destination Interface IP.

14. Click OK.
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PACS NAT You have unsaved changes

Entor Description

AMP  Intelligence

Add NAT Rule

NAT Rusle: | Auto NAT Rule el

Type: Dynamic >

Interface Objects .mﬂm PAT Pool  Advanced
. Dyynamic

- Original Packet Translated Packet
B ‘Dynamls | original Source:® VNA v O Translated Source: | Destination Interface 1¢ s

)= values selected for Destination Interface
R Drynamic Gijects in ‘Interface Objects’ tab will be uged
) Origénal Port: o w
* - Drynamic
£ - Drynamic
E Dynamic
. -, Drynamic
E Dynamic
. Drynamic
QK Cancel

L Dynamic. . L i e gy unenme

15. Ensure that the new NAT Rule has been created.
16. Repeat these steps if needed for each LAN interface attached to FTD appliance.
17. Click Save.

18. Click Deploy to add the changes to the FTD appliance.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS) 138



"$2-008T"dS 1SIN/8Z09°0T /840" 10p//:sd1Yy :woly 984eYd JO 9314 3|e|IeAe s| uonealjgnd siy L

Overview Analysis Policies JsNIEEl Objects = AMP  Intelligence > 0, tem Help v admin ¥

Daevice Management NAT VPN * Qos Platform Settings FlexConfig Cartificates
PACS NAT You hiva unsawed chianges . | iseies LG Cancly)
(Bl Poticy Assigriments (1)
[rease
8 Fiter by Device & AddRule
= 0Original Packet ========""=%, = Translated Packet™y
#  Direction Type _Source e Destination. Original Ori ... Translated Options:
: Ll e e Ll Der ...  Sources. -
P NAT Rules Before
¥ o Wi e
[ Dynamic axw Security-Services 3 WaN 8 Security-Services @ Interface o Onsifalse 7
L3 Dynamic WAN terprise-Services i Interface 44 Dnsifalse 7§
- Dwnamic WAN o Intarface @ Dnsifalse o7
- Dynamic WAN o interface & Ons:false 7
- Dynamic Wi o Interface & Dns:false 5 §
- Bynamic WAN ) Interface & Dnsfalse 7§
- Cynaniic o Intarface & O &
- Dynamic 5, Guest-Services 3 WaN ol Interface o Dns: o4 |
- Diyharmi 2 Datatenter JE WAN 8 Datacenter o Intertaco o Ons:false 7§
- Dynamic =3 Internal-Network = WAN & Internal-Network % Interface 'a Dns:false oF
- Bynamic i WHA i WAN = VNA o} Interface ) Dns:false o [
¥ NAT Rules After
Displaying f ws K € page 1 of | &

Access Control Policy Through Firepower Management Center Configuration

The Firepower Management Center allows configuration of access-control policies that can then be
applied to individual FTD appliances. The purpose of the access-control policy is to create rules that
specify how traffic is managed within the network. Each access-control policy contains multiple rules
followed by a default action established when the policy is created. For the PACS architecture, one
access-control policy was established to manage the traffic on each FTD interface. The steps below
describe how the policy and rules were created, as well as how to utilize an intrusion policy with the
access-control policy. Additional information on the Cisco Firepower access control list and intrusion
prevention configuration is available [10].

1. Navigate to Policies > Access Control > Access Control.

Overview Analysis JEGIISEEN Devices Objects | AMP  Intelligence Deploy ), System Help v admin v

Access Control » Access Control Network Discovery Application Detectors Corralation Actions v
Object Management  Tntrusion  Network Analysis Policy. 'DNS. Import/Expart

-.;".New -i;olac!'
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2. Click New Policy.

3. Enter PACS Global Policy as the name for the access control policy.
4. For Select Base Policy, select None.

5. For Default Action, select Block all traffic.

6. Add the FTD appliance to the policy.

7. Click Save.

New Pelicy
Nama: PACS Global Poiicy
Decription:

Select: Base Policy: Nestme e

Dafault Action: = fock afl traffic Intrusion Prevantion Matwork Discovory
Targated Deviges:
Seloct dovices to which you want to apply this palicy.
Available Devices Selected Devices
X Soarch try ramm ar valr SFIDPACS. ]

Losave || conet

8. Click the access-control policy’s edit icon.

Note: The policy in the screenshots that follow contains categories created during the process of

building the PACS architecture. These categories are not preconfigured.
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Access Control » Access Control Netwark Discovery Apgiicatian Oetectons Corruintion Acticos ¥
PACS Global Palicy Lo [ ]

Prafister Policyr Delaut sl By 551 Palicy: Hute Tdentity Palicyr fing

S Inhitince Semivazy | W] teticy asignnts (1)

LU security tntwligance MOV Bakpocses  Logging | adusnced
T e e e = ]

w Masidatony  BACS Global Polley [1:34)

| Glabal (37} ]
» Enberprise Servecs (8-10) o
+ Clinicl Viewers (11-14) 23
» PACS A (1545) et
b PACSB(16-16) 2
b Imaging Madsliies (17:21) &g

Create a Category

1.

2.

Click Add Category.
Enter PACS as the name for the category.
Insert the category into the Mandatory section.

Click OK.

Add Category

Name: I PACY

st into Mandatory ¥

Create a Rule that Allows Application Traffic Between Security Zones
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1. Click Add Rule.
2. Enter PACS-VNA as the name for the rule.

3. Insert the rule into the category created in the previous step.

4. Set Action to Allow.

Note: Because we set the default action to block all traffic when creating the policy, all of the rules

we created were set to Allow.

5. Add security zone(s) to the Source Zone, and add security zone(s) to the Destination Zone.

Note: The two primary methods for adding source and destination networks to an access control
rule are through security zones or networks. Security zones are objects that can contain multiple
FTD interfaces. Networks can be different types of network objects, including network segments
(192.168.1.0/24) or individual devices (192.168.1.1).

Add Rule

Name [PACSVNA

Action .-/miow

Y s i o

- Users Applications Ports URLs  SGT/ISE Attributes

Insert | into Category

lae

Inspection  Logging Comments

Avaiisble Zones €

Source Zones (2) Destination Zones (1)

| 4, Search by name

| iga PACS-A B i 5]

Jon Datacenter

5 Enterprise-Services
svu Guest-Services

wus Imaging-Modalities
it Tntormal-Netwark
i PACS-A

i PACS B

4a Security-Services
oo VA

i WAN

- ita PACS-B 8

6. Under Applications, add the application(s) you would like to allow between the specified zones.

Note: This can also be accomplished by specifying the port you would like to allow under the Ports
tab. By specifying a specific port, this will open the port to all traffic regardless of the type of traffic

(e.g., DICOM) being sent.

7. Click Add.
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Add Rule

Mame | PACS-VHA o Enabled Insest. |into Category

i stbtind -

Zores  Metworks  VLANTAgs . Users Ports  URLs  SGT/ISE Attribites spectior Logging €
Application Filtars & Clear All Fitors 3 Aysiiable. Applications (3} & Selected Applications and Filters (2] 7 13
{

[, San o [ [A soacch by nome |

s rlioreda (o] w7 All apps matchisg the file [ bicom a
173 multimedia {TV/video) 3 Cleacs a8
P network protocoleseryices
"I netwark utilites
IS rews
¥ H pacs
I3 peer to peer
173 remute administ;
"I remote desktop control
3 remote file storage
P search engine

8. Verify that the Rule has been created.

admin v

Access Control » Access Control  Network Discovery Application Detectors  Correlstion  Actions v

hunges | e Save

PACS Global Policy

Prefilter Palicy: Dofault Prefiter Policy 551 Palicy: Hong Tdentity Policy: Hoow

Tg Inhentance Setrings | # Pobicy Assignments (1)

m Seturity Intelligence  WTTP Rasponses  Logging  Advanced

4| L) Add Category, | () Add Rile

S R

!

» PACS B (16:16}
» Emaging Madalities (17-21)

L)

&

KIS RIS e s e s

" dllov L] o

b Defoult - PACS Global Poficy ()

Default Action Arcess Control: Blocdk Al Traffic

Displaying § - 35 of 35 rukes. Page 1 ol € | Page Sipe: 100 =

Create a Rule that Allows Traffic on a Specific Port Between Networks

1. Click Add Rule.
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Enter PACS-Internet as the name for the rule.

Insert the rule into the category created previously.

Set Action to Allow.

Under Networks, add a source network(s) and destination network(s).

Add Rule

Nome |PACS-Internet

Action | Allow

# Enabled

i s

Zones VLANTegs |« Users Applicstions Ports  URLs SGT/ISE Attributes

Inset | Into Category

Inspection _ Logging

Available Natworks €&

)

l I, Search by namis or vslue

Giplotation
= 1Pv6-Link-Local

: 1Pve-Private-Unigue: Local-Addresses.
8 1Pt to- IPvA-Relay-Anycast

= PACSA

& PACS-B

& ROP_3umpbox

= Security-Services

B s

2w

AddTo |
Source
Natworks

Source Networks (2}

T oo et
L
Sracse

Enter an 1P address

6. Under Ports, add (a) port(s) to the Selected Destination Ports.

a8

i |

Destination Netwarks (1)
R wan

| [Lasa
[_Md | cancet |

Note: Select from a group of pre-created ports or add your own port by filling out the protocol and
port boxes, then click Add under the selected destination ports.
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Add Rule

Name [PACS-Internat | @ Enabled Insert [into Categary

hction | o Allow ! A

ol T AR ports TG i Inspection Logging | Comments
et 2 @ Selected Source Ports (0) Selected Destination Ports (2)
| —— ] ! & HTTP a
oL B i 5.
J‘) Bittorrent
& DNS_ovar_TCP —rr
#" DNS_over_UDP - [_Sonme J
Fdile R
& e
| TIPS
F e
& Loap

& NFSDTCR

7. Under URLs, add URL categories that will be allowed (or leave this section blank).

Note: Cisco Firepower generates the URL categories and updates them regularly. Within each URL
category, you can specify the reputation level that the URL must meet for the rule to match.

Add Rule
Nime | PACS-Tntemet ] Inseit | inte Categary
Action | o Allaw b 513

Zones  Networks | VLANTegs . Users  appicstons | ports [T soise amrutes Inspection  Logging | Comments
Categories and URLs & o) Roputations Selected URLS (7)

[ Semc tox o catesiy |l ® Business ard Econonvy (Reputations 4.5)

Eabeiony s 5~ wll:Knowm # Educaticnal Tnstitutssns (Reputations 5-5}

] — g
o Ay (Excapt Uncategorized) - |a ¥ Hoatth and Mediine (Repsitations 3-5)

] da- " wh secarity r ] \ S it :
® \incategarizsd i § 3 - Benign sites with security risks. Image and Vidoo Search (Reputations 4-3)

B abortion il 2 - Sispicious stes Ty ® Lnkernet Poctals (Reputations 4-5)
® abused Drigs o 1 - togh Risk - ® Hiis s Media (Rsputatiohs 4-5)
E® adult pnd Pornography B Reterence and Research {Reputations 4-5)
® Alcobal and Tobacco
% Auctions
# Bt Nets

# Busirress and Economy [ Enter unL | [Lada,]

add || canca

8. Under Inspection, add an intrusion policy, or leave this section blank.
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Note: Intrusion policies are created separately from the access-control policy. Once created, an
intrusion policy can be applied to a specific access-control rule or an entire access-control policy.
See the link posted [10] at the beginning of this section for more information on how to create and
use intrusion policies in Cisco Firepower.

Add Rule

Name | PACS-Intermat Ingart | into Category

Action o Allow - &

Zones  Metworks VLANTags . Users  Applications Ports | URLs  SGT/ISE Attributes
Intrision Pobicy Varlable Sot

General- 195 v o’ Dafault Set

Fibe Policy
Marke

9. Under Logging, select Log at End of Connection, or leave this section blank.
Note: If logging is enabled, select Event Viewer.

10. Click Add.

Add Rule

Hame | PACS-Internat i frsert | ik Categoey v [pacs
Acticn | o o el e g

Zones  MNetworks WLAM Tags . Users  Applications  Ports URLs SGT/ISE Attributes - Inspaction [ETTITN]

1 Log s Beganing of Canection
¥ Log ek End of Connection

File Events:

Send Connection Events to:
o vt Yiewar

L Syeho:Server (Ll daful siiog oonligarician i Aocss Contred Logoing ] Show Ouérrides

LI SNMP Trap 1 SR i vy
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11. Verify that the access control rules have been created and placed in the proper category.
12. Click Save.

13. Click Deploy to add changes to the FTD appliance.

Overview Analysis JEEIISTEN Devices Objects | AMP  Intelligence Daploy System  Help v admin v

Access Control » Access Control Metwork Discovery Application Detectors Correlation Actions v

PACS Global Policy oy g o e e Hsm. || Qoo

Prefilter Policy: Defaull Prefiter Pulicy 551 Policy: Hooe Tdentity Policy: hone

5 Inhesitance Sebtinge | [i] Pelicy Assignmunts (1)
0 secormy intsiligence  HTTP Resporses  Lagging  Advanced
B Niter by Device Shon Rule Conflels &8 o) Add Catogory O Add Rule
e e e e
L A i A i M L e i I
. BLEL e L

- 36} = PACS(3S - 36).

3 P&CS_J\I“ 15} i
b PACS B (16-16) =
¥ Ernagiodg Modadities (17-21) =
» Clinical Application Services (37-23) =
» Guest Sendces (3424} B
» Datacentior {35-25) =
» Security Services {26-37) -
» Enternal Notwork (26-30) =
» VNA{31-33) o
» WAN [34-34) -
w PACS (33-30) &

2 PACSA A elise ]

5T L macey B VNA

16 PACS[let R AN

¥ Defauly - PACS Global Policy ()

Default Action

2.7.2 Cisco Stealthwatch

Cisco Stealthwatch provides network visibility and analysis through network telemetry. It provides
threat detection and remediation as well as network segmentation using machine learning and
behavioral modeling. This project integrates Cisco Stealthwatch with Cisco Firepower to allow Cisco FTD
to send NetFlow directly to Stealthwatch for analysis.

Cisco Stealthwatch Management Console Appliance Information

= CPUs:3

= RAM: 16 GB

= Storage: 60 GB (thin provision)
= Network Adapter 1: VLAN 1901
= Operating System: Linux

Cisco Stealthwatch Management Console Virtual Edition Installation Guide

Install the Cisco Stealthwatch Management Console appliance according to the instructions detailed in
the Cisco installation guide [11].
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Cisco Stealthwatch User Datagram Protocol (UDP) Director Appliance Information

= CPU:1

= RAM: 4GB

= Storage: 60 GB (thin provision)
= Network Adapter 1: VLAN 1901
= Network Adapter 2: VLAN 1901

=  Operating System: Linux

Cisco Stealthwatch UDP Director Virtual Edition Installation Guide

Install the Cisco Stealthwatch UDP Director appliance according to the instructions provided in the Cisco

installation guide [11].

Cisco Stealthwatch Flow Collector Appliance Information

= CPUs:2

= RAM: 16 GB

=  Storage: 60 GB (thin provision)
= Network Adapter 1: VLAN 1901

=  Operating System: Linux

Cisco Stealthwatch Flow Collector Virtual Edition Installation Guide

Install the Cisco Stealthwatch Flow Collector appliance according to the instructions provided in the

Cisco installation guide [11].

Configure NetFlow Parameters for Cisco Firepower

1. Loginto the Cisco Firepower Management Console.
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Overview g ! A ¥ admin v

Dashboards v Reporting Summary ¥
Report Designior
Summary Dashboard
Provides & sumimary of sctivity on the apgilanice
m Threats x  Intrusion Events x  Status x  Geolocation x QoS x  + St the sk [Thiw:_v] )
@ Add Widgets
Application w Total Bytes (KB) Application ¥ Total Bytes (KB)
2737190 Clers | ' ;
PPN 7 19,473.43 ] ifunes ;
01N ; o o 18,160.96 [ windows update s19.23
i 9,408.26 Symantectindates 6,47
204 5,000.15 [ chegme 66.10
154 1,004.63 [ Kerbetos 48.71
0 656,96 O puic 36.18
5 T T A B Cisco 646.89 DCEIRPS 9.97
+1 9 7] Windows Undate 519.23 ) Enmag 9.97
1045 1055 1105 115 1S 138 280 pozils 16189 O YouTubie 8.43
Last upchabed bess than a minute ago O Goggle APls 155.80 [ Microsolt CryntodP] 1.26
Traffic by Application Risk s rhat
L SympntecUndates &6.47
Risk ¥ Total Bytes (KB) [ Gongle Play 66.10
Hedium O ichowd 45.88
ey Low F7.265.6 -
L 5.699.95 Last updated less than & minute ago Last updated 2 minutes ago
High 3179
Vendor ¥ Count 05 Name ¥ Count
| kast updated less than & minute ago Microspft-1is | 5 wWindaws q
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Mac 05X
Business Relevance ¥ Total Bytes (KB) Androld
Mediory | 2,900,181.42 08
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Very Hiah 2,880.64

2. Navigate to Objects.
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3. Navigate to FlexConfig > Text Object.
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4. Under the Name column, find netflow_Destination.

Overview Analysis Polides Devices Relsillai8 AMP Intelligence Daploy | System Help v admin v

Object Management  Intrusicn Rules

Text Object o s Teat Ohject

Security-Services

5. Click the edit icon for netflow_Destination.
6. Set Variable Type to Multiple.

7. Set Count to 3.

8. For Row 1, enter Security-Service to set the name of the Cisco FTD interface to which the Cisco

Stealthwatch UDP appliance is connected.

9. For Row 2, enter 192.168.190.120 to set the IP address of the Cisco Stealthwatch UDP appliance.

10. For Row 3, enter 2055 to set a port from which the Cisco Stealthwatch UDP appliance will receive

NetFlow traffic.

11. Click Save.

netflon  Destination 152,168, 190,120 Sytem Dufined Q
2055
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12. Under the Name column, find netflow_Parameters.
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13. Click the edit icon for netflow_Parameters.

14. Set Variable Type to Multiple.

15. Set Count to 3.

16. For Row 1, enter 1 as a number for minutes between flow update events.
17. For Row 2, enter 0 as a number for seconds to delay flow create.

18. For Row 3, enter 30 as a number for minutes for template time-out rate.

19. Click Save.

Edit Text Object

Namie:

Description:

Variable Type Muitiple ¥ Count

Aliow Overrides: &)

Override (0)

20. Navigate to Devices > FlexConfig.

\MP Intelligence \ System Help v admin ¥

Device Management NAT VPN QoS Platform Settings FlaxConfig Certificates

21. Click New Policy.
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22. Enter a Name (e.g., Netflow) for the policy.
23. Under Selected Devices, add the Cisco FTD.

24. Click Save.

Mew Policy

Mame: | Netflow

Description:

Tarpeted Devicds
Select devices to which you want to apply this policy.
Available Devices Saelected Devices
[, search by name or vatue o FID-PACS

g FTD-PACS

i Add to Poli:i.

25. Click the edit icon for the new policy.

Device Managemant. NAT VPN ¥ QoS Platform Settings FlexConfig Certificates

Nertlow Targating 1 doices 2019-05-07 16:04:59 a0

Up-to-date an all targoted devices Madified by “admin®

26. Under Available FlexConfig, find Netflow_Set_Parameters, and add it to Selected Append
FlexConfigs.
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[ oNs_configure
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27. Click the magnifier icon for Netflow_Set_Parameters.

28. Under Variables > Default Value, verify the minutes between flow data events, seconds to delay
flow create, and minutes for template time-out rate that were set for netflow_Parameters.

29. Click Close.

View FlexConfig Object
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30. Under Available FlexConfig, find Netflow_Add_Destination, and add it to Selected Append
FlexConfigs.

31. Click the magnifier icon for Netflow_Add_Destination.

32. Under Variables > Default Value, verify the Cisco FTD interface name, IP address of the Cisco
Stealthwatch, and the NetFlow traffic port.

33. Click Close.

View FiexConfig Object

34. Click Save.
35. Deploy changes to the Cisco FTD.

Forwarding Rules for Cisco Stealthwatch UDP Configuration

1. Loginto the web dashboard of the Cisco Stealthwatch Management Console.
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aan Stealthwatch
cisco
Dazhboards. Monitor Analyze Jobs Configure Deploy

Security Insight Dashboard

Alarming Hosts @

Target indax Recon C&C Exploitation S Source DS Toarget Gt ing

Top Alarming Hosts = Alarms by Type =

© 0 0 XD

Extitration Policy Vielstion

Today's Alarms —

2. Navigate to Settings > Central Management.

A, Stealthwatch
cisco
Dashboards Menitor Analyze Jobs Canfigure Deploy

Security Insight Dashboard | Inside Hosts

Alarming Hosts @&

Concam indax Targot g Fimcon =14 Explalation 0O6S Sourea ODoSTwget  Date Hoarding

Top Alarming Hosts = Alarms by Type ==

© 0 0 XD

Cantral Manageenant

Exfitration Poda

Today's Alarms =

3. Click the ellipsis for the Cisco Stealthwatch UDP appliance and select Edit Forwarding Rules.
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it Stealthwatch Central Management Appiianca Manager Updste Manager App Maniager (]

Inventery

3 Appliances found

Q Filter Appliance iwentory Table

APPLIANCE STATUS LICENSE STATUS HOST NAME TYPE P ADDRESS ACTIONS

up Up to date flow-collector-1 Flow Collectar 162.168.100.122
L

&)

o,

up Up 1o date aw-managemant SMC Ednt Appliance
SUCVE-Uhdwirs- Confguration
42320 T0BEARI 00 -
270 SefBCE T €
BISCIBCE I View Appflance Statistics S}
e Up o date sw-udp-director UDP Director Manage Licenses

Support

Reboot Appiiance

Shut Down Appliance

Remove This Appliance

4. Click the ellipsis for the Cisco Stealthwatch UDP appliance, select Configure Forwarding Rules.

Al Stealthwatch 000

Dashboards Moanitor Analyze Jobs Configure Deploy

UDP Director Configuration

UDP Directors @ e

o S =

sw-udp-director  192,168.190.120 () UDVE ® 0 Configure High Availabilty ()
Last Seen : 12:02 PM 08/01/2019

Expart Forwarding Rules

5. Under Forwarding Rules, select Add New Rule.
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il StEaitvaIcH © 0 0 =D

Dashboards Monitor Analyze Jobs Configure Deploy

Forwarding Rules

& Global Search Add New Rule Import/Export
RULE DESCRIPTION SOURCE IP ADDRESS & POR... DESTINATION IP ADDRESS DESTINATION PORT NUMBER ACTIONS
1 Firepower FTD 192.168.190.1:2055 192.168.190.122 2055

6. Enter a description (e.g., Firepower FTD) for the rule.

7. Forsource IP address and source port, enter the IP address and port (e.g., 192.168.190.1:2055) of
the Cisco FTD interface sending the NetFlow traffic.

Note: These parameters were established in Cisco FTD, found in the previous section, for the
netflow_Destination object.

8. For destination IP address, enter the IP address (e.g., 192.168.190.122) of the Cisco Stealthwatch
Flow Collector.

9. For destination port, enter the port (e.g., 2055) of the Cisco Stealthwatch Flow Collector.

Note: This port was configured during setup of the Flow Collector.
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o
s, Stealthwatch 00

Dashboards Manitor Analyze Jobs Configure Deploy
Forwarding Rules | sw-udp-director - 192.168.190.120

Forwarding Rule

DESCRIFTION {OPTIONAL)

Firepower ETD

SOURCE IP ADDRESS:PORT =

192.168.190.1:2055

DESTINATION IP ADDRESS *

192.168.180.:122

DESTINATION PORT NUMBER =

2055

Ganeal

10. On the Cisco Stealthwatch Management Console dashboard, view the Flow Collection Trend graph
to verify that the Cisco Stealthwatch Flow Collector is receiving packets from the Cisco Stealthwatch
UDP.

Flow Collection Trend
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e |
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@ Now-coliector-1

Dressarbaet All Salect Al

2.7.3  Tempered Networks Identity Defined Networking (IDN)

Tempered Networks IDN provides cryptographically defined host identifiers using the HIP protocol
rather than IP addressing. Network traffic traverses an overlay network using HIPswitches that
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effectively cloak that traffic from the production network. A notional architecture appears in Figure 2-2
below.

Figure 2-2 Architecture of Networks IDN

i HIPswitch Device Identity
‘ ! - Authority

5
— | - Orchestrating — ) !
5 7 ! Policy, Device Group
: = Database
-~ - HIPswitch
B 7 Conductor Overlay
and Trusted Segment

Tempered Networks
Conductor

Tempered Networks Conductor is the orchestration engine and intelligence behind an IDN. As shown in
the above figure, the Conductor is responsible for creating and executing security policies and overlays.
It is also responsible for issuing unique cryptographic IDs to the IDN end points that enforce explicit trust
relationships through device-based allow-listing.

HIPswitches are typically deployed in front of devices or hosts that cannot protect themselves, like
medical devices such as modalities and other legacy systems and machines, or when customers are
unable to install the proper endpoint-protection applications.

Installation involves deployments of the Tempered Networks Conductor and HIPswitches. Tempered
Networks provided a conductor open virtual appliance or application (OVA) file and a HIPswitches OVA
file.

2.7.3.1 Conductor Installation

System Requirements

= CPUs:4
= Memory: 4 GB RAM
= Storage: 120 GB
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Operating System: Linux Red Hat
Network Adapter: VLAN 1201

Tempered Networks Conductor Installation

1.

2.

Log in to the vSphere Client.
Select File > Deploy OVF Template.

Respond to the prompts with information specific to your deployment, including the ova package
location, name and location, storage, networking, and provisioning.

Click Power On After Deployment, and click Finish.

Once the installation is done, power on the Conductor server, and log in with username macinfo and
the corresponding password to set up the necessary MAC address and IP address.

2.7.3.2 HIPswitch Installation

System Requirements

CPUs: 4

Memory: 1 GB RAM

Storage: 1 GB

Operating System: Linux Red Hat
Network Adapter: VLAN 1201

HIPswitch Installation

1.

2.

7.

Log in to the vSphere Client.
Select File > Deploy OVF Template.

Respond to the prompts with information specific to your deployment, including the ova package
location, name and location, storage, networking, and provisioning.

Click Power On After Deployment, and click Finish.
After the installation, use the username and password to connect the HIPswitch to the conductor.

Use the username underlayaddress and its corresponding password to set up the IP address,
netmask, gateway, and DNS for the HIPswitch.

Repeat the above installation procedures to install additional HIPswitches.

Tempered Networks Conductor and HIPswitch Configuration
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Configuration for the Conductor and HIPswitches is done through the browser connected to the

Conductor https://ConductorlP. The login page appears below.

1. Enter the username and password to open the dashboard.

Usemame

Dashboard

HiPservices anline

HiPservices

HiFsRrvics -

€ 3 Sonmrhames

HiPservice models

HiPservice versions:

0 o

Bow o] HIPLansces

Meaw

HPswilth-300v

HPSEN 300y

Statis

@ 152 780 1001

FAT A

ASavs

7 Display revoked MiPservices

[WSIEFT

Recently viewed items

Ko receaily iswed fems.

Mot Notifcatons Evind Mondoy
Ha recon alerts
Overlay Networks
Name
e ——
Devices
B 12 168 1 2 O 10 es 12

+hi

3. From this page, you can set up the license and perform the system setup. Click the Setup button to
enter the system setup.
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Settings

General sefings

Firmware Updates

Hio fimsare updates: hae been upioaded a5 of yel

Email Settings

Emal sellings are incompiete Cick the £t Setings bution 1 updae

Monitor & Alert Settings

Giobal monitoe SeINgS

Frequent events warning @
Number of events

in haw many minutes W

Conductor High Availability

o Satungs

Configuration Sttur

Hostrame
cenucton

Firmswarg version
243

Serial number

device 1D

OS2 TIOMARSIA

Hetwork adapter 1

Wab accats I enabled
1P andress 182 168
Netmask
Default gateway
DNS servers

Mietwrxik adapter 2

Disacies

4. Enter the proper network parameters for the Conductor, including the IP address (e.g.,

192.168.120.180), Netmask (e.g., 255.255.255.0), Default gateway (e.g., 192.168.120.1), and DNS
(e.g., 8.8.8.8, 4.4.8.8), then click Configure.

System Configuration

Host name

| |

Enable network adapter

Network configuration

Static IP v
IP address

192.166.120.180

Default gateway

1921681201

DNS1
5.8.8.8

Static Routes  +

Mo static routes defined

Domain name

MNetwork adapter 1 MNetwork adapter 2

Netmask

DNS2

Enable web access to Conductor

Cancel
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5. Anoverlay is configured to support the micro-segmentation. Click the Overlay tab to open the
following page and add a new overlay by clicking the + New Overlay Network... The screenshot
below shows a configured overlay called PACS Systems.

23 [ @ R htps//192.168.120, 180/ app#/ristwork Wi - @ o o & =

QP Wenttotry something new in Frefa? | Try Bow o

Conductor sshboas

Overlay Networks P Rm———— "

Nam Description

Allows devces in VLAN 1501 (Radolegy) fe communicate with dewces in VLAN 1101 (Intemal)

6. Two HIPswitches were installed to test for this project. These two HIPswitches are Model HIPswtich-
300v, and they are named HIPswitch Internal and HIPswitch Radiology. Both were configured to
participate in the PACS Systems overlay network.

&« c @ B 8 e 1921680 20,180/ spp#inetworks/d W e € mwo® =

v Wank to try soameshing new in Faefos? Try Mowe 258
~ ol e
Conductor !

PACS Systems «

HiFsandces m Disabied Info Edi Settngs
Allows devices in VLAN 1501 {Radiology) to
The following HiPserdces are participating in this network dus ta their devicos being added. communicate with devices in VLAN 1101 (Intemnal)

To cenfigure the devices in the nstwork, select the Devices tab
o VLAN traffic rules

Untagged traffic Adgwed
Model Status Tagged traffic Hat aBawed
HiPswach-300v & 1921158 100180 AOETS
HiFswitch-100v @ 192 763 150 18 HEEl%
o-s 120 -
Recent activity
Yo recent sty
People Upsatn
Local Admenistrator Managar

7. Two special VLANs were created for each of these two HIPswitches under PACS Systems overlay:

= VLAN 1302 for HIPswitch Internal 1101
= VLAN 1303 for HIPswitch Radiology 1501

8. Devices to be protected under the HIP network will be connected to these two HIPswitches through
the VLANSs:

=  PACS servers are connected to VLAN 1302 under the HIPswitch Internal 1101.

= Medical imaging devices are connected to VLAN 1303 under the HIPswitch Radiology 1501.
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After creating a secure layer in the Conductor and adding those medical imaging devices and PACS
servers to that layer, the medical imaging device and PACS server can be set up as trusted by selecting
the Enable button on the overlay page. Once they are trusted, communication between those medical
imaging devices and PACS servers will be established. All the communication will be encrypted.

The microsegmentation is achieved by using the HIPswitch. Other VMs will not be able to communicate
with these two devices unless they are configured to do so.

2.7.4  Zingbox loT Guardian

Zingbox loT Guardian consists of two separate components that work together to monitor and analyze
network traffic. The first component is a cloud-based platform called Zingbox Cloud, which aggregates
and analyzes data to provide insights into the devices on the local network. The second component is
Zingbox Inspector, a local appliance that receives network flows from devices on the local network and
sends specific metadata to Zingbox Cloud for further analysis.

Zingbox Cloud Setup

1. Visit https://zingbox.com and register for an account.

2. Login to the Zingbox console and navigate to Administration > My Inspectors > Download
Inspector.

3. Download either the .ova or the .iso file, depending on your environment’s requirements.

System Requirements

= CPUs:4

= Memory: 8 GB RAM

= Storage: 256 GB (thin provision)
=  Operating System: CentOS 7

= Network Adapter 1: VLAN 1101
= Network Adapter 2: Trunk Port

Zingbox Inspector Installation

1. Create a new virtual machine, and under configuration, select Typical.

2. Click Next >.
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(&) Create New Virtual Machine - [m} ps

Configuration Wirtual Machine Version: 11
Select the configuration for the virtual machine

Configuration

Configuration
& Typical

Create a new virtusl machine with the most common devices and configuration options.

" Custom

Create a virtual machine with additional devices or specific configuration options.

< Back | Next > I Cancel |

3. Create a Name for the virtual machine and assign it an Inventory Location.

4. Click Next >.

(%) Create New Virtual Machine - m} hs

Name and Location Virtual Machine Version: 11
Specify a name and location for this virtual machine

[ Confiawaton | eme:
Name and Location ‘[I'est] Zingbox Inspector|

Virtual machine (¥M) names may contain up to 80 characters and they must be unique within each
vCenter Server VM folder.

Inventory Location:

< Back | Next > I Cancel
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5. Select a destination storage for the VM.

6. Click Next >.

/:ﬂ Create New Virtual Machine

Storage
Select a destination storage

Configuration
Name and Location
Storage

for the virtual machine files

Select a destination storage for the virtual machine files:

— m} X

Virtual Machine Version: 11

Name Drive Type Capacity | Provisioned Free | Type Storag

I Disable Storage DRS for this virtual machine

< Back | Mext > I Cancel

7. Check Linux and set the version to CentOS 4/5/6/7 (64-bit).

8. Click Next >.
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@ Create New Virtual Machine

Guest Operating System

Spedfy the guest operating system to use with this virtual machine

— m] X

Virtual Machine Version: 11

Confiquration

Name and Location

Storage

Guest Operating System
Network

Create a Disk

Ready to Complete

Guest Operating System:
 Windows
& Linux
" Other

Version:

|centos 4/s/6/7 (64-bit) =l

Identifying the guest operating system here allows the wizard to provide the appropriate defaults for

the operating system installation.

< Back | Mext > I Cancel |

9. Connect 2 NICs to the virtual machine and assign them to a network.

10. Check Connect at Power On for both NICs.

11. Click Next >.

@ Create New Virtual Machine

Network

Which network connections will be used by the virtual machine?

- [m] X

Virtual Machine Version: 11

Configuration

Name and Location
Storage

Guest Operating System
Network

Create a Disk

Ready to Complete

—Create Network Connections

How many NICs do you want to connect? 2 -
Connect at
Network Adapter Power On
NIC L [HC-PACS-VLAN-1701 (CommonLabSwitch) =] v 3 ~ ¥
NIC 2 [HC-PACS-VLAN-1701 (CommonLabSuitch) x| [womer 3 B2 S

If suppoarted by this virtual machine wersion, more than 4 NICs can be added after the

virtual machine is created, via its Edit Settings dialog.

Adapter choice can affect both networking performance and migration compatibility. Consult
the VMware KnowledgeBase for more information on choosing among the network adapters

supported forvarious guest operating systems and hosts.

< Back | Next > | Cancel
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12. Set a Virtual disk size and Provisioning method.

13. Click Next >.

(&) Create New Virtual Machine - [m] X

Create a Disk Virtual Machine Version: 11
Specify the virtual disk size and provisioning policy

Configuration Datastore Cluster: HC-PACS
Mame and Location

Storage
Availabl GE): 10417.6
Guest Operating System vaiable space ()

Metwork . . =
Create a Disk Virtual disk size: kss 3 GBE ¥

Ready to Complete £ Thick Provision Lazy Zeroed

" Thick Provision Eager Zeroed
% Thin Provision

< Back | Mext > I Cancel

14. Verify that virtual machine settings are correct.
15. Check Edit the virtual machine settings before completion.

16. Click Continue.
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(%) Create Mew Virtual Machine - [m] *

Ready to Complete Virtual Machine Version: 11
Click Finish to start a task that will create the new virtual machine

Confiquration Settings for the new virtual machine:
Name and Location Name: [Test] Zingbox Inspedor
Storage
Guest Operating System
Metwork
Create a Disk
Ready to Complete
Guest 0S: Cent0S 4/5/6/7 (64-bit)
NICs: 2
NIC 1 Network: HC-PACS-VLAN-1701 (CommaonLabSwitch)
NIC 1 Type: VMXNET 3
NIC 2 Network: HC-PACS-VLAN-1701 (CommaonLabSwitch)
NIC 2 Type: VMXNET 3
Disk provisioning: Thin Provision
Virtual Disk Size: 256 GB

[¥ Edit the virtual machine settings before completion
o

/A4 Creation of the virtual machine (vM) does not indude automatic installation of the guest operating
system. Install a guest OS on the VM after creating the VM.

< Back | Continue | Cancel

17. Set memory to 8 GB.
18. Set CPUs to 4.
19. Under New CD/DVD (adding), set these parameters:
a. Check Connect at power on.
b. Select Datastore ISO File, then browse for the Zing0S.iso file in your data store.

20. Click Finish.
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21.

22.

23.

24.

25.

26.

(& [Test] Zingbox Inspector - Virtual Machine Properties

Hardware IDphnns | Resources ]

™ show All Devices

Hardware

W% Memory (adding)

[d crus (adding)
Video card (adding)
= VMCI device (adding)

Add... Remove

| Summary
8192 MB
4
Video card
Deprecated

New CD/DVD (adding)

[HC-PACS_LO2_APM... |

é New Floppy (adding)

@ New SCSI Controller (add...

Ef New NIC (adding)
Ef New NIC (adding)
&= MNew Hard Disk (adding)

Client Device

LSI Logic Parallel
HC-PACS-VLAN-1701...
HC-PACS-VLAN-1701...
Virtual Disk

— Device Status
I ca

¥ Connect at power on

—Device Type
" Client Device

€ Host Device

# Datastore 150 File

=

l e/ZingBox [Zing05- 1, 241-x86_64.is0 Browse. ..

— Virtual Device Node

 [iE (1:0)

Finish Cancel

|

Click Login.

Enter your Zingbox Cloud credentials.

In a web browser, enter the URL of your Zingbox Cloud instance.

On the home page, navigate to Administration > My Inspectors.

Connect to the inspector console and follow the onscreen prompts to finish the configuration.

Verify that the host name of the Zingbox Inspector set up previously is visible and connected (shown
by the green cloud icon).
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H My Inspectors
&
All Sites. = 3 108y ~ Zingbox Cloud Traffic 21.99 MB  Analyzed Traffic 125.69 MB HiH o~ +- 4+
i »
™ (@)
ih
test-zingbox-inspector [ EPLOYMENT IN PROGRESS . ;
@

2.7.5 Forescout CounterACT 8

Forescout CounterACT is a network access control tool that can perform device discovery and
classification, risk assessment, and control automation through passive and active techniques. For this
project, the intended use of Forescout is to manage device compliance and perform necessary
remediation when devices fall out of compliance.

System Requirements

= CPUs:2

= Memory: 8 GB RAM

=  Storage: 80 GB (thin provision)

=  Operating System: Linux Kernel 3.10
= Network Adapter 1: VLAN 1201

= Network Adapter 2: Trunk Port

Forescout Appliance Installation

1. To begin installation, obtain the Forescout ISO file. Load the Forescout ISO file into the VM’s
compact disc/digital versatile disc (CD/DVD) drive. Make sure the CD/DVD drive is set to Connect at
Power On.

2. Boot up the VM and begin the installation process.
3. Select Install CounterACT.

4. Press Enter to reboot.
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10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

Select option 1 to configure CounterACT.

Select option 1 for standard installation.

Press enter to proceed.

Select option 1 for CounterACT Appliance.

Select option 1 for Per Appliance Licensing Mode.
Enter appliance description.

Give appliance a password.

Enter ForescoutCA and apply this as the appliance host name.

Assign the appliance IP address 192.168.120.160.
Assign appliance network mask 255.255.255.0.
Enter 192.168.120.1 as the appliance’s gateway.
Enter domain name **#* ¥k

Enter DNS server address 192.168.120.100.
Review configuration and run test.

Once the test passes, select done.

Forescout CounterACT Console Installation

1.

2.

3. Verify Installation Directory as C:\Users\Administrator\ForeScout CounterACT 8.0.1; click Next >.

Run Install_Management.exe.

Click Next >.

S setup ForeScout CounterACT 801 — %

Welcome to Setup for ForeScout CounterACT 8.0.1

ﬁy Welcome to the ForeScout CounterACT Setup Wizard.

ForeScout

< Back Next » Cancel
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‘e Setup ForeScout CounterACT 8.0.1 =5

Installation Directory

Please specify the directory where ForeScout CounterACT will be installed.

Installation Directory lt:\Users\Administrator\ForeScnut CounterACT S.O.J 2]

< Back Next > Cancel

4. When the Ready to Install screen appears, click Next > to

‘e Setup ForeScout CounterACT 8.0.1 ==

Ready to Install

Setup is now ready to begin installing ForeScout CounterACT on your computer.

< Back

Cancel

AL

ForeSce

5. An Installing screen will appear that provides a status bar indicating the degree of installation

begin the installation process.

completion. Click the Next > button to allow the installation to proceed.
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e Setup ForeScout CounterACT 8.0.1 =5 X
Installing _
Fore.
Please wait while Setup installs ForeScout CounterACT on your computer.
Installing
Creating directory C:[...Jurrent\etc\images\np_ng\templatedirs\AirWatch
< Back Cancel

6. As the installation nears completion, a screen indicating Completing the ForeScout 8.0.1 Setup
Wizard displays. Check Create Desktop shortcut; then click Finish.

2 Setup ForeScout CounterACT 8.0.1 = b4

Completing the ForeScout CounterACT 8.0.1 Setup
Wizard

ﬁJ Setup has finished installing ForeScout CounterACT 8,01

on your computer,
ForeScout
4 Create Desktop shortcut

< Back Cancel

7. Launch Forescout CounterACT Console, and enter the information that follows, then click Login:

a. Enter 192.168.120.160 in the IP/Name text box.
b. Select Password as the Login Method.
c. Enter Administrator in the User Name text box.

d. Enter the password in the Password box.
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Forescout CounterACT Configuration

To use the full function offered by the Forescout CounterACT, proper network configuration is required,
which may include the monitor and response interface assignments at the data center, the network
VLAN and segmentation information, the IP address range that the CounterACT appliance will protect,
user directory account information, domain credentials, the core switch IP address, and vendor and
Simple Network Management Protocol parameters.

After completing the installation, log in to the CounterACT Console by using the steps below:

1. Select the CounterACT icon from the server on which you installed the CounterACT Console. A
logon page displays, as depicted below.

CounterACT® Version 8.0

IPMame
L
1
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2. Provide the following information, and select Login to open the console:
a. Enterthe IP address 192.168.120.160 in the IP/Name field.
b. In the User Name field, enter admin.

c. Inthe Password field, enter the admin password, which is defined during the installation.

IPv4 Address: 192166 1.4 Function: Unknown E
Operating System: Lnknown
Vendor and Model: Urknown

or UnElassimiod

The console manager can be used to view, track, and analyze network activities detected by the
appliance. It can also be used to define the threat protection, firewall, and other polices.

The figure below shows the sample asset inventory page. (Further network configuration will be needed
for complete inventory information.)
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e CounterACT Appliance Consale - admin connected to 192.168.120,160 - License: Demo - 114 days left - Lice..  —

<= ForeScout’

The figure below shows the sample Policy Manager page. Further network configuration and policy

definition will be needed for complete policy information.

e CounterACT Appliance Consale - admin connected to 192.168.120,160 - License: Demo - 114 days left - Lice..  —

<= ForeScout’

23, B snow subhoider pobeies

B Complete 13208000018
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2.7.6  Symantec Endpoint Detection and Response (EDR)

Symantec Endpoint Detection and Response performs behavioral analytics on endpoint events from
Symantec Endpoint Protection to identify potentially malicious behavior. It can sandbox impacted
endpoints, prioritize risks, and provide tailored remediation guides.

System Requirements

CPUs: 12

Memory: 5 GB RAM

Storage: 500 GB (thin provision)
Operating System: CentOS 7
Network Adapter 1: VLAN 1901
Network Adapter 2: SPAN_PACS

Symantec EDR Installation

1.

2.

Launch the virtual appliance after deployment of the vendor-provided SEDR-4.0.0-483-VE.ova file.

Enter default username admin and default password. You will be required to change the default
password by entering a new password.

After changing the default password, the bootstrap will automatically launch. Enter the following
options during the bootstrap:

= |Pv4 address []: 192.168.190.17

= |Pv4 netmask []: 255.255.255.0

= Gateway []: 192.168.190.1

= Name server (IPv4) []: 192.168.120.100

= Configure another nameserver? [y/n]: n

= Configure IPv4 static routes? [y/n]: n

= What do you want to call this device?: EDR
= Set NTP server []: X.X.X.X

After verifying the correct details, enter Y to save changes. The appliance will restart.
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on to this tem in error,

will be prosec .
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New |
enter
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1 management platform. In this
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a ne $ p role, the

ctionality
canner. le, other

Hame
Conf igure anoth
Conf it 1P : I n
. to call this d EDR

5. Open a web browser, and travel to the virtual appliance at https://192.168.190.170. Enter the
username setup and password *****,

6. Follow the prompts to create the initial admin account.
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£} Symantec EDR

L
L
L
L

V' Symantec

7. Select the Settings menu, and then select the Global submenu.

8. Ensure Enable Symantec Endpoint Protection Correlation is checked.

9. Select Add SEPM Database.

= € Symantec EDR Symantec EDR is Healthy () Admin ~
% Synapse Enable Symantec Email Security doid Caonelasan
Enablo Roaming Corrslatian
Enible Symantee Endgaint Claud Carrelstion
+ | Eniablé Symantac Endpaint Protection Cansdation
Symiantec Endpoint Protecion Manager (SEPM) Databases
Name 1P Atiress Part Enabled Status
Mo data available
& -\:g(&‘;jw Jslabags
Diownicad Synapss Log Callector for SEPM Embaddisd 08
Endpoint Communication Sy Contrelier el configured (), Contgura SEPM-Contiater
Channel, SEP Policies, and
Endpoint Activity Recorder
+" Enable ECC 2.0 (requires at lsast 178 of hard disk space)
10. Provide the information that follows, and click Save:
NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS) 182




"$2-008T"dS 1SIN/8Z09°0T /840" 10p//:sd1Yy :woly 984eYd JO 9314 3|e|IeAe s| uonealjgnd siy L

= DB Type: Embedded DB

=  Entry Name: SEPM

= Address: 192.168.190.172

= Port: 8081

= Connection Password: Enter your connection password.

= Enabled: checked

Add SEPM

D8 Type Embedded DB

Entry Name

1P Address 192 168.190.172

Pant

Connection
Fassword

Enabled

11. After completing the integration with SEPM, select the Settings menu, then select the Appliances
submenu.

12. Select Edit Default Appliance.

13. Select Add Internal Network to create and add a Subnet, Netmask, and Description for each
internal network listed below. Make sure to save after entering the network details.
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= -i‘;}:: Symantec EDR

Default Appliance ®

Internal Netwark
Configuration

SEEMLE

Symantec EDR is Healthy (&

Admin

=  Subnet:
=  Subnet:
=  Subnet:
= Subnet:
=  Subnet:
= Subnet:
=  Subnet:
=  Subnet:
=  Subnet:

192.168.100.0 Netmask:
192.168.120.0 Netmask:
192.168.130.0 Netmask:
192.168.140.0 Netmask:
192.168.141.0 Netmask:
192.168.150.0 Netmask:
192.168.160.0 Netmask:
192.168.180.0 Netmask:
192.168.190.0 Netmask:

255.255.255.0 Description:
255.255.255.0 Description:
255.255.255.0 Description:
255.255.255.0 Description:
255.255.255.0 Description:
255.255.255.0 Description:
255.255.255.0 Description:
255.255.255.0 Description:
255.255.255.0 Description:

VLAN 1101
VLAN 1201
VLAN 1301
VLAN 1401
VLAN1402
VLAN 1501
VLAN 1601
VLAN 1801
VLAN 1901

Internal Network Configuration

Subnet MNetmask Description

192.168.100.0 255.255.255.0 VLAN 1101 Internal Network

192168.1200 255.255.255.0 VLAN 1201 Enterprise Network

192.168.130.0 255.255.255.0 VLAN 1301 Chinical Workstations

192.168.140.0 255,255 255.0 VLAN 1401 PACS 1

192.168.141.0 255255.255.0 VLAN 1402 PACS 2
192.168.150.0 255.255.255.0 VLAN 1501 Radiclogy Departments
192.168.160.0 255.255.255.0 YLAN 1801 Clinical Application Services

14. Select Settings and then Global.
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15. Uncheck Enable ECC 2.0 under Endpoint Communication Channel, SEP Policies, and Endpoint
Activity Recorder.

€3 Symantec EDR Symantec EDR is Healthy () Admin «

Enabés Symantec Endpaint Cloud Carmalation

+ Enabie Symantec Endpoint Profect

Symantec Endpoint Protection Manager (SEPM) Databases

Name Addrass Porl Enabled Status

o data avalsbie.

Bawnload Synapsn Log Golisctor for SEPM Embadded D8

Endpoint Communication  SEPM Contrallar not configurad (@) Cenfigure SEPM Contrater
Channel, SEP Policies, and =2
Endpaint Activily Recorder

Enabls ECC 2,0 {requires af fasst 1TB of hard disk upace}

Automaltic Submission Susbenilt sispicioas fles 10 sandbo for analysis
Backup Backup Iz dissblsd @) Cenigusa Bassup
- ama. Lo o iR Lok T B msia mt i Flasim. s R AT A AR >

= 0 Symantec EDR Symantec EDI is Healthy ) Admin ~

< Default Appliance

General Settings

Internal Network Configuration
192.168,100.0 25_5._255.256.0 VLAN 1101 Internal Network

DNS Settings

Appliances
Miime Mgrisd 1P ok Moo Scanning Status
EDR 152.168. 100170 Managment Stanner Te Disatind Heathy
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17. Select EDR from the appliances list.

18. Turn on Scanning under the Network Interface Settings.

Symantec EDR and SEP Correlation

1.

Open a web browser and navigate to the virtual appliance at https://192.168.190.170. Log in with
your administrator account.

From the settings menu, select global settings.

Select Download Synapse Log Collector for SEPM Embedded DB.

After the SEPMLogCollector.msi finishes downloading, move to the SEP Manager (SEPM).

Launch the SEPMLogCollector.msi file from SEPM.

Continue through the setup wizard prompts by clicking Next to use the default settings.

After installation is complete, launch the Log Collection for SEPM embedded DB configuration
utility, and enter the values below:

Service Hostname (optional): Leave blank.

Service IP address: 192.168.190.172

Service port: 8082

Log Collector connection password: Enter connection password.
Confirm connection password: Enter connection password again.

SEPM embedded database configuration password: Enter the embedded DB password.

8. After entering values into the configuration utility, click Confirm.
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Log Collector service settings
Service Hostname {optional):
Service IP address: 192168180172 e
Service port: 5081
Log Collector connection password: esssssene
Confirm connection password: sssssssee
SEPM embedded database configuration
Password: sssscense
Test Database Connection
Configuration Status:
Confirm Close Help

2.8 Endpoint Protection and Security

Endpoint protection and security measures are deployed to workstation end points to further
emphasize defense in depth. The build includes an agent-based endpoint protection solution that is
centrally managed within the enterprise. Endpoint protection provides anti-malware features with
centralized servers assuring that managed assets receive regular updates.

2.8.1  Symantec Data Center Security: Server Advanced (DCS:SA)

Symantec DCS:SA utilizes a software agent to provide various server protections, including application
allow-listing, intrusion prevention, and file integrity monitoring. For this project, a DCS:SA agent was
installed on both PACS servers in our architecture.

System Requirements

= CPUs:4

= Memory: 8 GB RAM

= Storage: 120 GB (thin provision)

=  Operating System: Microsoft Windows Server 2016 Datacenter

= Network Adapter: VLAN 1901

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS) 187



"$2-008T"dS 1SIN/8Z09°0T /840" 10p//:sd1Yy :woly 984eYd JO 9314 3|e|IeAe s| uonealjgnd siy L

Symantec Data Center Security Installation

1.

Launch server.exe.

2. Click Next >.

3.

Symantec Data Center Security Server Manager 6.8.0

Welcome to the InstallShield Wizard for Symantec
Data Center Security Server Manager 6.8.0

The InstaliShield® Wizard will install Symantec Data Center
Security Server Manager 6.8.0 on your computer, To
continue, dlick Next.

WARNING: This program is protected by copyright law and
international treaties.

This Symantec product may contain open source and other
third party materials that are subject to a separate license.
Please see the applicable Third Party Notices file provided
with the Symantec product.

For the spedtic Symantec product licensing please see
documentation provided at

https: /www.symantec.com/about/profile fpolicies feulas/.

e

Check I accept the terms of the license agreement.

4. Click Next >.

Symantec Data Center Security Server Manager 6.8.0

License Agreement
Please read the following license agreement carefully,

AGREEMENT

SYMANTEC CORPORATION AND/OR ITS AFFILIATES ("SYMANTEC") IS
WILLING TO LICENSE THE TRIALWARE SOFTWARE TO YOU AS THE
INDIVIDUAL, THE COMPANY, OR THE LEGAL ENTITY THAT WILL BE
UTILIZING THE TRIALWARE SOFTWARE (REFERENCED BELOW AS YOU™
OR "YOUR") ONLY ON THE CONDITION THAT YOU ACCEPT ALL OF THE
TERMS OF THIS TEMPORARY TRIALWARE SOFTARE EVALUATION
LICENSE AGREEMENT ("TRIALWARE AGREEMENT™). READ THE TERMS

(@) accept the terms of the license agreement Print
(O 1 do not accept the terms of the license agreement

oot [To>] | cans

SYMANTEC TEMPORARY TRIALWARE SOFTWARE EVALUATION LICENSE A~

AND CONDITIONS OF THIS TRIALWARE AGREEMENT CAREFULLY v

5. Verify installation location.
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6. Click Next >.

Symantec Data Center Security Server Manager 6.8.0 X

Click Next to install to this folder, or dick Change to install to a
different folder.

1 Install Symantec Data Center Security Server Manager to:

C:\Program Files (x86)\Symantec\Data Center Security [ change...
Server\Server

ot | o> | [ ]

7. Review settings.

8. Click Install >.

Symantec Data Center Security Server Manager 6.8.0 X

Ready to Install the Program
The wizard is ready to begin installation.

Review the settings and dick:n 'In_stal'. If you want to change any settings, dick Back. Click
Cancel to exit the wizard.

Installation Type: Evaluation (Install Local Database)
Server Settings:

Directory: C:\Program Files (x86)\Symantec\Data Center Security Server\Server

<Back [instal> | | cance

9. Wait for the setup and installation process to complete.
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Symantec Data Center Security Server Manager 6.8.0
Setup Status

Symantec Data Center Security Server Manager is configuring your new software

Installing
C:\...\{65A60777-4A68-4691-AB60-FC5621BAFD 35} \manager .exe

Irstalls hield

10. SQL Server will be installed automatically during the setup process.

9 SOL Server 2012 Setup ==
Install Setup Files
SOL Server Setup will now be installed. If an update for SQL Server Setup is found and specified to be included, the
update will alsc be installed,
Install Setup Files -
SQL Server Setup files are being installed on the system,
Task Status
| Install Setup files In Progress
<Back fnstall

o

Cancel

11. Provide the information below, and click Next:

= Agent port: 443
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=  Bridge port: 2443
= Console port: 4443
=  Web server administration port: 8081

=  Web server shutdown port: 8006

Tomcat Connector

Agentport |3 ] Vel sarver administration port [aom I
Bridgeport  [2443 | Vebserversdownpot  fooos |

Console port 4443 |

12. Uncheck Enable CWP Bridge and click Next.

|DCS:SA-C¢nﬁguratian Wizard ®

This bridge wil gnable Sy Cloud X to manage DCS agents.
] Enable CWP Bridge
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13. Verify settings for FQDN Hostname as WIN-RUQDO7KL8A?7, Static IP Address as 192.168.120.207,

and Java Heap Size as 6144, then click Next.

| DCS:SA Configuration Wizard o |

- Certificates
@.‘..;-_. >
(A sery

r This Server's Add Setlings

[L] use FQDN Hostname for Certificate

FODN [WIN-RUQDOTKLEAT

Static P Address  [152.188.120.207

rJVM Settings

Java Heap Size (MB) 1514.(

14. Create a password for the DB connection.

15. Click Next.

| DCS:SA Configuration Wizard o |

-G [

Hostname 127.0.01
® Database instance
() Database Port

'sa' privieged User

» %

Confrm Password X [ssusssens

16. Verify Unified Management Console connection settings.

17. Create a password for the Unified Management Console connection.
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18. Click Next.

| DCS:SA Configuration Wizard > |

r UMC Details

Hostname 192.168.120.207
Port 8443
* i |

Confrm Password % [assssssss| |

(] Migrate UMC Data

19. Verify the configuration settings and click Next.

| DCS:SA Configuration Wizard > |

[a]
Review the sefiings and click on ‘Configure’. if you want to change any seftings, click Back Ciick Cancel 1o ext the i

wizard
ilation Type. Evak (Instal Local D
Server Settings

Directory: C:\Program Files (x88)\SymanteciData Center Securily ServeriServer
Ports: Agent: 442, Conscle; 4443, Web Admin: 3081, Web Shutdown: 8006

Database Settings
Host: 127.0.0.1
Instance; SCSP
Database Name: SCSPDB

vm
Heap Size (MB). 5144

UMC Registration Settings -
UMC Server: Hostname=1982. 168120 207, Port=8443, Usermname=dcsadmin
Product Server: Hosiname=WIN-RUQDOTKLBAT, IP Address=152 168.120.207, Port=4443

AN=DHS WIN BUODOTKLBAT IR 182 168

20. Wait for the configuration process to complete.

21. Click Finish.
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JWWummm«m

o s fuby updated M Server
wf Successfuly created all certificates

J Successfully crealed database
wff successiuty registered with UMC

J ly reg the g Server and UMC services, Successfully updated JVM heap size property

Back

22. Wait for the installation to complete and click OK.

Finish

Symantec Data Center Security Server Manager 6.8.0
Setup Status

Symantec Data Center Security Server Manager is configuring your new software

Symantec Data Center Security Server-Manager 6.8.0
Finis
o The DCS Management Server was configured successfully.

X |

InstallShield

Symantec Datacenter Security Windows Agent Install

1. Run agent.exe.

2. Click Next >.
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ﬁ Data Center Security Server

Center Security Server 6.8.0

The InstallShield(R) Wizard will install Data Center Security
Server version 6.8.0 on your computer. To continue, dick
Next.

WARNING: This program is protected by copyright law and
international treaties.

This Symantec product may contain open source and other
third party materials that are subject to a separate license.

the Symantec product. For the spedfic Symantec product
licensing please see documentation provided at
| https: /jwww.symantec.com/about/profile fpolicies/eulas/.

Welcome to the InstaliShield Wizard for Data

X

Please see the applicable Third Party Notices file provided with

< Back Next > Cancel

3. Check I accept the terms in the license agreement.

4. Click Next >.

ﬁ Data Center Security Server
License Agreement
Please read the following license agreement carefully.

SYMANTEC SOFTWARE END USER LICENSE AGREEMENT

SYMANTEC CORPORATION (IF YOU ARE LOCATED IN THE AMERICAS OR
THAILAND) OR SYMANTEC LIMITED (IF YOU ARE LOCATED IN ANY OTHER
COUNTRY) (“SYMANTEC") IS WILLING TO LICENSE THE SOFTWARE TO YOU
AS THE INDIVIDUAL, THE COMPANY, OR. THE LEGAL ENTITY THAT WILL BE
USING THE SOFTWARE (REFERRED TO AS “YOU” OR “YOUR™) ONLY ON THE
CONDITION THAT YOU ACCEPT ALL OF THE TERMS AND CONDITIONS OF
THIS SYMANTEC SOFTWARE LICENSE AGREEMENT AND THE PRODUCT USE
RIGHTS SUPPLEMENT (AS DEFINED BELOW) (COLLECTIVELY, THE “LICENSE
AGREEMENT"). READ THE LICENSE AGREEMENT CAREFULLY BEFORE

(®)1 accept the terms in the license agreement Print
(01 do not accept the terms in the license agreement

v

InstaliShield

| <Back [ Next> Cancel

5. Verify the installation and log files directories.

6. Click Next >.
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ﬁ Data Center Security Server
Destination Folder
Click Next to install to this folder, or dick Change to install to a different folder.

o Install Data Center Security Server to:

C:\Program Files (x86)\Symantec\Data Center Security Change
Server\Agent),
Save log files in:

C:Program Files (x86)\Symantec\Data Center Security Change
Server\Agent)

The installation will create a new 'sdcsslog’ folder under the folder you specify
above. This folder and all its contents will be deleted upon uninstallation.

Instalishield -

T e e

7. Provide the information below, and click Next >:

= Agent Name: WIN-RUQDO7KL8A

= Polling Interval (sec): 300

= Check Enable Intrusion Prevention.
= Notification Port: 2222

=  Agent Protocol: HTTPS

ﬁ Data Center Security Server

Enable Intrusion Prevention: [

Enable Real-time notification if this agent requires immediate updates.
Enable Real-time Notification: [/]  Notification Port: |2222

Agent Protocol: [HTTPS v

InstaliShield -
< Back . Next > Cancel

Agent Configuration
Please configure your agent's settings
Agent Name: |win-rRUQDOKLBA7
Polling Interval (sec): I:ﬁ]o
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8. Provide the information below, and click Next:

=  Primary Management Server: 192.168.120.207
= Agent Port: 443
= Alternate Management Servers:

= Management Server Certificate: C:\User\Administrator\Desktop\agent-cert.ssh

‘ﬁ Data Center Security Server X

Management Server Configuration
Please configure your agent's Management Server settings

Primary Management Server: |192.168.120.207
Agent Port: [443

If desired, spedify Alternate Management Servers in a comma-separated list:

Alternate Management Server(s): [|

Access to a copy of the Management Server Certificate is required in order to connect
to the Management Server, All specified Management Servers must use the same
Certificate.

Management Server Certificate:

IC:‘\Users\Adminlsh'atur \Desktop\agent-cert.ssl Browse
InstaliShield

< Back Next > Cancel

9. Specify a Server Security Group created through Symantec Datacenter Security Server or leave it
blank to use the default security group.

10. Click Next >.
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ﬁ Data Center Security Server X
Server Security Group
Please enter the Server Security Group name
Please enter the name of an existing Security Group in the management server for
the agent to join. If you leave the field blank, the agent will join the Default Security
Group. You can move the agent to another Security Group at a later time.
InstallShield
<Back [ Next> | Cancel
11. Verify installation and configuration settings and click Install.
ﬁ Data Center Security Server X

Ready to Install

The installation settings are summarized below. If you want to review or change any of the
installation settings, dick Back. Click Install to start the installation using these settings.

Installation Directories
\Agent\,
\Agent),

Agent Configuration

Agent Name: WIN-RUQDO7KLBA7
Agent Polling Interval: 300

Enable IPS Feature: enabled

Agent Notifications: enabled
Notifications Port: 2222

Agent Protocol: https

Management Server Configuration

Primary Management Server: 192.168.120.207
Alternate Management Servers:

Mananement Server Port: 443

InstallShield

Installation Directory:  C:\Program Files (x86)\Symantec\Data Center Security Server

Log Files Directory: C:\Program Files (x86)\Symantec\Data Center Security Server

| <Back

[_nstal ] Cancel

12. Wait for the installation process to complete.
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ﬂ Data Center Security Server =
Installing Data Center Security Server
The program features you selected are being installed.
Please wait while the InstallShield Wizard installs Data Center Security
Server. This may take several minutes,
Status:
=\
InstaliShield
< Back Instaill
13. Click Finish.
ﬂ Data Center Security Server
InstaliShield Wizard Completed

Security Server, Click Finish to exit the wizard.

S

The InstaliShield Wizard has successfully installed Data Center

14. Click Yes to restart the agent machine.
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ﬁl Data Center Security Server Installer Information

You must restart your system for the configuration
changes made to Data Center Security Server to take
effect. Click Yes to restart now or No if you plan to
restart later.

No

2.8.2  Symantec Endpoint Protection

Symantec Endpoint Protection is an agent-based security solution that provides anti-virus, intrusion

prevention, application allow-listing, and other capabilities. For this project, Symantec SEP protects
endpoints from malicious software and integrates with Symantec Endpoint Detection and Response to
detect suspicious behavior.

System Requirements

CPUs: 4

Memory: 8GB RAM

Storage: 240 GB (thin provision)

Operating System: Microsoft Windows Server 2016
Network Adapter: VLAN 1901

Symantec Endpoint Protection Manager Installation

1.

Launch Symantec_Endpoint_Protection_14.2.0.MP1_Partl_Trialware _EN.exe file.

2. Select the Install Symantec Protection Endpoint Manager option.
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*

@  Symantec Endpoint Protection v/ symantec.

@ Symantec Endpoint Protection Installation Program

Readme
An overview of the installation, product functionality, and support information.

Quickstart
Quick start guide for Endpoint Protection.

Install Symantec Endpoint Protection Manager
Installs the management server and console, which deploys managed clients.

Exit

3. Proceed through the installation wizard by clicking Next >.

ﬁ Symantec Endpoint Protection Manager x

.: Symantec Endpoint Protection Manager

The Installation Wizard will perform the following steps:

& Install the management server and console
= Configure the management server
m  Create the database

Chick Mext to begin.

/Symantec_ \WARNING: This program is protected by copyright law and international treaties.

==

4. Check | accept the terms in the license agreement.

5. Click Next >.
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_ﬂ Symantec Endpoint Protection Manager et

Pl et e foliic st mceeaert Lol V/Symantec.

SYMANTEC SOFTWARE LICENSE AGREEMENT

SYMANTEC CORPORATION AMND/OR ITS AFFILIATES (*SYMANTEC™) SPECIFIED IN THE
ENTITLEMENT CONFIRMATION IS WILLING TO LICENSE THE LICENSED SOFTWARE TO YOU AS
THE INDIVIDUAL, THE COMPANY, OR THE LEGAL ENTITY THAT WILL BE UTILIZING THE
LICENSED SOFTWARE (REFERENCED BELOW AS “YOU" OR “YOUR®) ONLY ON THE
CONDITION THAT YOU ACCEPT ALL OF THE TERMS AND CONDITIONS OF THIS SYMANTEC
SOFTWARE LICENSE AGREEMENT AND THE PRODUCT USE RIGHTS SUPPLEMENT (AS
DEFINED BELOW) (COLLECTIVELY, THE °LICENSE AGREEMENT'). READ THE LICENSE
AGREEMENT CAREFULLY BEFORE USING THE LICENSED SOFTWARE. THIS IS A LEGAL AND
ENFORCEABLE CONTRACT BETWEEN YOU AND SYMANTEC. BY DOWNLOADING, INSTALLING, «

(@) [ accept the terms in the license agreement Print
(01 do not accept the terms in the license agreement

<ok [ Hets ]| concd

6. Select the location you want to install Symantec Endpoint Protection Manager and click Next >.
Keep the default location of C:\Program Files (x86)\Symantec\Symantec Endpoint Protection
Manager\.

_ﬂ Symantec Endpoint Protection Manager et
Cick Next to nstal o this foider, or cick Browse to nstal to  diferent foder, Symantec.

'Ij_“— Install Symantec Endpaint Protection Manager to:
J C:'\Program Files (x86)\Symantec\Symantec Endpoint Protection Manager)  Browse...
Free disk space on C:\ drive (system drive): 100.72 GB
CPU(s): 4

Physical Memory: 8.00 GB

Recommended Installation Requirements:

CPU(s): 9
Physical Memory: 8GB
Free disk space for system drive (C:\): 40 GB

<ok [ Hets ]| concd

7. Select Install.
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The installer has determined that your system meets the installation requirements for disk space, CPU and
physical memory, Click Install to begin the installation.

If you want to review or change any of your installation settings, dick Back. Click Cancel to exit the wizard.

coos [ ]| coma

_ﬂ Symantec Endpoint Protection Manager et
Ready to Install the Program v
The wizard is teady to begin installation. Symantec.

8. After installation is complete, click Next > to continue with configuration of the management server.

_ﬂ Symantec Endpoint Protection Manager

Management Server and Console Installation Summary

@ The Installation Wizard has successfully installed Symantec Endpoint Protection
Manager. Click Next to beagin the configuration wizard,

" Install the management server and console
& Configure the management server
& Create the database

Click Mext to configure the management server,

v Symantec.

< Back Mext > Cancel

X

9. Select Default configuration for new installation...; then click Next >.
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' hatadaton
R TET)

& Sarvar Configuration

Help

W Wansgement Server Configuration Wizard =

by . Wel to the Manag: Server ( g ‘Wizard
S

Please select a configuration type.

« Default confiquration for new installation (fewer than 500 clients)
Eekect this oplion te.configure a management server thot manages fewer than 500 chents and uses en embedded databose.

Custom conhguration for new instaliabon (more than 500 chenls, or custom seltings)
Salect this opton to configure a sarver that manages mors than 500 chents or uses Microsoft SOL databasa or if you pian lo
natnd mukple menagement seTvers

Recovery configuration
Select this opton to nstal the management server wih a recovery fie. The recovery file restores communicaten with
previusly deployed chenls and nckides olher management server setings. & recovery fie is anly avalsble if you previcusly
ristalad he management ssrver.

The defaull recovery flie is detected automatically. To select a different recovery fie, chick Browse and navigate fo the fie
that you want ta use
For mare information, see ‘Racpvary P Detals ®

T D

10. Provide the following information and click Next >.

= Company Name; *******x*

= User name: *******x

= Password: **** ¥k

= Confirm password: *******x*

=  Email address: ********
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account. wil be requred fo kg on 1 the management console.
Campany name: NEGHE
Uzar name: admin
Passward * sssereses
 Canfim passwoed sesssnnen
Password Strength: Good |
The password seiected nere 5 used for both the 1t you change
Emat agdress * deingrcios abs
W Use 8 specified smalsarvar -
The L gstoc ate with your Use if yau da not knaw the
valies. You can iater change these settings by ediing the servar properties from the management server censcls,
e T — Portoumber: 25
E—, P
Uses name: ‘admin
Password: esssnsaas]

| Riequre the spacifed sarverio USa & securs connechion
Usa TLS S Use 531

Dt you receive the tast smai? Cl Yes te

1 Management Server Configuration Wizard - 74
Run LiveUpdate
3 st you run LveUipdate L resources and mght take &
few hours to complate, 5 O YOUr SeTver

Partner Information (Optional)
It 8 paniner manages your Beanses, you shauld specily the - updstes about the sfatus
of your lcenses.

| Specify pariner informstion
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12. Uncheck Send anonymous data to Symantec to receive enhanced threat protection intelligence
and click Next >.

L] Management Server Configuration Wizard = ®
@ Server Data Coliection
o lnstatation Send snonymous data to Symantec to recene enhanced treat protection nteligence
PP ERR Thiie data provides the foliowing bensfts

® Improved detecton of targeted sitacks on your endponts
& Optmzed product performance

After Symantec Endpaint Profection Manager s enroled in the cioud portal, ihis selting & sutomaticaly umed on
& Saryer Configuration

Learn more shout dats colsclian

Wisw privacy statement

Cick Back 1o change the instalistion s&lfings, o chck Next 1o bagin Ihe dalabase creation

’.fSymantec,

« fack et > Cancel

13. After installation is completed, check Launch the Symantec Endpoint Protection Manager to
configure your hosts; click Finish.
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L] Management Server Configuration Wizard =

' lstalistion should aso install the Symantec Endpoint Protection chent

Vo can run this wizard at 4 lster bme from (he Start menu on this compules

¥ Launch the Symantec Endpoint Protection Managed|

¥ Server Configuration Symantec Endpaint Protection Manager cannot read the required user rights that are spacilied in the Windows demain sscurty
POO0PPEORE | Poscis on this compater. The macagament console cannct rn if user rights are not assigned to Symantec Endpoint Protection
Hanager services.

Add ihe required sccounts and update the domain policies on this machine. For user rights requirements and more information
see the folowing knowiedge base article:

dows Securfty Policies far

ciion Hanager

Symantsr

@ [ guration - with
- Hote that instaling Symantec Endpoind Protection Manager does not install the Symantec Endpoint Protection chent on this computer. You

Symantec Endpoint Protection Host Windows Installation

1. Launch the Symantec Endpoint Protection Manager, and log in as the admin.

Symantec
W Endpoint Protection Manager

User name: admin
Password ssessuses
Server symaniec-management 8443

Forgot your password?

Log On Ext Options ==

Copyright Symantec Corporation. All rights reserved

This Symantec product may contain open Source and other third party materials
that are subject lo a separale license,

2. Select Install the client software on your computers from the Getting Started screen.
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sdiy:
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L
‘[E‘} @ wmaengsy| | GEtting Started
. on Symantec Endpoint Protection
Heme
Security Statud
Required tasks
Gotglets these |asks mmedatel 10 %8y protect yuur compules [—
. Run Livelipdate now
o Lnat enninnt dewnisad Apet 4, 2015 c’
Actvate your product A
Vour ks must be activaled by 842018 EOT Secury Hesponse
S e 4 L aieat Sxcuemy Heva
izl the client saftware on your computers
@ Motnackiowiaod A | vt snd secuny Upates
Endpeint Staluy Common tasks
Thesa commen lasks can helg you o betler manage and prefect your clent conputers
fphuits.
Endpoint Protectios Eaminch the Spyware amd
Total £ s Lo
nepeines
B Uplodale Maova clianis BN IOUPE ’
B Ot [
Lo Run commands on & group or a & L
BN Disabied [
Hust Integeity Fa r
- e Learn about the product o
aca categrey [
Gomplers mreding tures and changes m
Tako 2 fvaturn fou
Winderws Definiinny
Lt et Priad bges amacke
atest na Manager:
ger: e ey Exphost Wirgatin Crterchones

3. Confirm that New Package Deployment is checked and click Next >.

T Client Deployment Wizard X
Select Deployment Type .'f Symantec.

Welcome to the Client Deployment Wizard

Use this wizard to install the protection client on computers in your network or update existing client communication settings.
Click to view the Install Client tour

Note: For instructions to install the client on a computer that runs Symantec Mail Security or Symantec Scan Engine, see the Symantec Technical Support
knowledge base article:

Click here
* New Package Deployment
Select packages from the server and specify client group and
features.
Existing Package Deployment

Choose from previously exported packages that are located on
‘your hard drive.

Communication Update Package Deployment

Create a package that changes the communication settings on an existing Symantec Endpoint Protection client installation. Use this option to
restore communication between the client and Symantec Endpoint Protection Manager, to connect the client to a new Symantec Endpoint
Protection Manager, or to convert an unmanaged client to a managed client

Create a package for Symantec Endpoint Protection ciients that run on Windows.

Create a package for Symantec Endpoint Protection clients that run on Mac.

MNext = Cancel
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4. Confirm the settings for the Install Packages: Windows—Symantec Endpoint Protection version
14.2.1023.0100—English, Group: My Company, Install Feature Sets: Full Protection for Clients,
Install Settings: Default Standard client installation settings for Windows. Click Next >.

@ Client Deployment Wizard

Select Group and Install Feature Sets

Install Packages: Windows - Symantec Endpoint Protection version 14.2.1023.0100 - English

This selection includes:
WINB4BIT: Windows - Symantec Endpoint Protection version 14.2.1023.0100 - English (4/4/19)
WIN32BIT: Windows - Symantec Endpoint Protection version 14.2.1023.0100 - English (4/4/19)

Group:

Install Feature Sets:  Full Protection for Clients

Recommended for laptops and desktops - Includes all protection technologies.

Install Settings: Default Standard client installation settings for Windows

Content Options: Include virug definitions in the client installation package.

< Back

Some security features are not supported on some platforms. Please refer to product documentation for details.

Uncheck this option to create a smaller client installation package that does not include virus definitions but does include all
other content. After the client is installed, run LiveUpdate immediately on the clients to downioad the virus definitions.

>
\/Symantec_
Browse.
Options...
Next = Cancel

5. Confirm that Save Package is selected and click Next >.
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@ Client Deployment Wizard X

* [Save Package|

Creates an executable installation package, but does not distribute protection software to remote computers.

Remote Push

Creates a client installation package and pushes the package onto client computers. The package installs automatically on the computers.

e Preparing for Remote Push Installation
Web Link and Email

Creates a client installation package and an email template so you can send an email notification with download instructions to users.

A The web link installs the latest installation package that you specified. If you re-run the wizard and select a different installation package,
the web Iink directs to the latest selection only. ¥ou cannot assign more than one installation package to the same group.

-

6. Specify the location to save the installation files and click Next >.
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@ Client Deployment Wizard X

CUsers\Public\Documents [prowse.]

* single .exe file (defautt)

Separate files (required for .MSI}

-

7. Confirm the details of the custom installation files and click Next >.
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@ Client Deployment Wizard X
Ready to save package \/ Symantec

New computers will join the group "My Company”, and wil have the following client features installed

@ Core Files

4 Virus And Spyware Protection
@ Download Protection

@ Microsoft Outiook Scanner

@ Lotus Notes Scanner

@ POPSMTP Scanner

@ Proactive Threat Protection

@ SONAR Protection

@ Application and Device Control
& Network and Host Exploit Mitigation
@ Intrusion Prevention

@ Firewall

& Application Hardening

A single self-extracting SETUP.EXE file will be created in:

ChUsers\Public\Documents

Click Next to create the installation file SETUP.EXE.

= Back Cancel

8. Move the installation package to the operating system where you want to install Symantec Endpoint
Protection.

9. Launch the executable file and follow the prompts to install Symantec Endpoint Protection.

2.9 Data Security

A cloud storage solution, Microsoft Azure, was used to provide data security safeguards for medical
images. The Azure solution provides data-at-rest encryption and, through a combination of access
control and encryption, provides data security assurance.

The NCCoE lab used several different solutions to address data-in-transit encryption. As described in
Section 2.6.2, DigiCert PKI, the lab implemented SSL/TLS encryption using DigiCert-issued certificates.
Communications between modalities and clinical systems are secured using HIP, as described in Section
2.7.3, Tempered Networks ldentity Defined Networking (IDN).
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2.9.1  Microsoft Azure Cloud Storage

Microsoft Azure is a cloud service provider that provides storage and encryption for unstructured data in
a remote location separate from the HDO environment. This project used an Azure blob storage account

as a remote archive for medical images managed by the VNA. For more information on configuring

Azure Storage accounts, including recommended security practices, visit Microsoft’s Azure Blob Storage

Documentation [13].

Microsoft Azure Blob Storage Creation

To proceed with the following steps, a Microsoft Storage account needs to be established.

1. From a web browser, navigate to https://portal.azure.com/.

2. Llogin to the Microsoft account.

3. Onthe home screen, click Create a resource.

Azure services

(1] ] ] n [ e ~—
EEE _ "o
—I_ EEE — ‘é 2
Create a All resources Storage Virtual App Services 50L databases
resource accounts machines

4. Type storage account into the search bar, then click Storage account.

nome

New

|,-TJ storage accounﬂ

Storage account

Get started Windows Server 2016 Datacenter
Quickstarts + tutorials
Recently created
Al + Machine Learning . Ubuntu Server 18.04 LTS
. @ Learn maore
Analytics

5. On the Storage Account screen, click the Create button. A new screen will appear that requires

information to be populated, found in the Basics tab. When complete, click the Next: Networking

button. Populate the Basics information using the following values:
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a. On the Subscription field, select Enterprise from the pull-down menu.

b. Navigate to the Resource Group field. Select the corresponding resource group. If one is not
available, create a new resource group.

c. Navigate to the Storage Account Name field. From the pull-down menu, select the storage
account name that had previously been created.

d. Navigate to the Location field. From the pull-down menu, select (US) East US.
e. Navigate to the Performance field and select Standard.
f. Navigate to the Account Kind field. From the pull-down menu, select StorageV2.

g. Navigate to the Replication field. From the pull-down menu, select Geo-redundant storage
(GRS).

h. Navigate to the Access Tier field and select Hot.

Home > New >

Storage account »

Microsoft

Storage account © saveforister

Microsoft
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Home > New > Storage account >

Create storage account

Basics  Networking Data protection Advanced Tags Review + create

Project details

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and manage all
your resources.

Subscription * | Visual Studio Enterprise Subscription ~ |

Resource group * | W |
Create new

Instance details

The default deployment model is Resource Manager, which supports the latest Azure features. You may choose to deploy using
the classic deployment model instead. Choose classic deployment model

Storage account name * (9 | Ve |
Location * [ Ws) East Us v
Performance (0 @ Standard O Premium

Account kind @ | StorageV2 (general purpose v2) Y% |
Replication @ | Geo-redundant storage (GRS) ~ |
Access tier (default) O cool (®) Hot

< Previous Next : Metworking =

6. Select the Networking tab. This will display a form with a series of fields that need to be populated.
Fill out the Networking information using the following respective values.

a. Navigate to the Connectivity Method field and select Public endpoint (all network).

b. Navigate to the Network Routing Preference field and select Microsoft network routing.
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Home > New > Storage account >

Create storage account

Basics Networking  Data protection Advanced Tags Review + create

MNetwork connectivity
You can connect to your storage account either publicly, via public IP addresses or service endpaints, or privately, using a

private endpoint,

Connectivity method * @ Public endpoint (all networks)
O Public endpoint (selected networks)
O Private endpoint

@ All networks will be able to access this storage account.
Learn more about connectivity methods &
Network routing
Determine how to route your traffic as it travels from the source to its Azure endpoint. Microsoft network routing is recommended for most customers.

Routing preference * (O @ Microsoft network routing (default)

O Internet routing

‘ < Previous ‘ | Next : Data protection > |

7. After supplying the values above, click the Next: Data Protection button.
8. Select the Data Protection tab, and populate the information as follows:
a. Navigate to the Blob Soft Delete field and select Enabled.
b. Navigate to the Blob Retainment Period in Days field and enter 60.

c. Navigate to the File Share Soft Delete field and select Disabled.

Home > New > Storage account »

Create storage account

Basics Networking Data protection Advanced Tags Review + create

Blob soft delete (&) O Disabled @ Enabled

Blob retainment period in days 0 —) 50 |

File share soft delete (@& (®) pisabled () Enabled

Versioning @

| < Previous || MNext : Advanced >

9. Click the Next: Advanced button.

10. Populate the Advanced information as follows:
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a. Navigate to the Secure Transfer Required: field and select Enabled.
b. Navigate to the Blob Public Access field and select Disabled.
c. Navigate to the Minimum TLS Version pull-down menu and select Version 1.2.

11. Click Next: Tags button.

Home > New > Storage account >

Create storage account

Basics Metworking Data protection Advanced Tags Review + create

Security

Secure transfer required (0 (O Dpiszbled (®) Enzbled

Blob public access (@ @ Disabled O Enabled

Minimum TLS version (& | Version 1.2 v
Azure Files

Large file shares ® D a

Data Lake Storage Gen2

Hierarchical namespace @ HlsabiEd =nEbied

p is currently required to utilize the NFS v3 feat

basis. Sign up for NFS v3 o'

| < Previous || Next: Tags > |

12. Fill out the Tags information, then click Next: Review + create.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS)

217



"$2-008T"dS 1SIN/8Z09°0T /840" 10p//:sd1Yy :woly 984eYd JO 9314 3|e|IeAe s| uonealjgnd siy L

Home > New > Storage account

Create storage account

Basics Networking Data protection Advanced Tags  Review + create

multiple resources and resource groups. Learn more about tags of

Mote that if you create tags and then change resource settings on other tabs, your tags will be automatically updated.

Name @ Value © Resource

| = | | Storage account

| < Previous | ‘ Next : Review + create » |

Tags are name,value pairs that enable you to categorize resources and view consolidated billing by applying the same tag to

13. Review the Create storage account configuration page, verify the configuration information, then

click Create.
Basics
= Subscription: Visual Studio Enterprise Subscription
= Resource group: *¥*x&*k
® Location: East US
=  Storage account name; ****¥Hxk
= Deployment model: Resource manager
=  Account kind: StorageV2 (general purpose v2)
= Replication: Geo-redundant storage (GRS)
= Performance: Standard
= Access tier (default): Hot
Networking
=  Connectivity method: Public endpoint (all networks)
= Default routing tier: Microsoft network routing (default)
Data protection
= Blob soft delete: Enabled

= Blob Retainment Period in Days: 60
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= File share soft delete: Disabled
= Blob change feed: Disabled
= Versioning: Disabled
Advanced
=  Secure transfer required: Enabled
= Blob public access: Disabled
=  Minimum TLS version: TLS 1.2
= Large File Shares: Disabled
= Hierarchical namespace: Disabled

= NSF v3: Disabled
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0 Validation passed

Basics

Subscription

Resource group
Location

Storage account name
Deployment model
Account kind
Replication
Performance

Access tier (default)

MNetworking

Connectivity method

Default routing tier

Data protection

Blob soft delete

Blob retainment pericd in days
File share soft delete

Blob change fead

Versioning

Advanced

Secure transfer required
Blob public access
Minimum TLS version
Large file shares
Hierarchical namespace
NFS v3

Home » Mew » Storage account >

Create storage account

Basics Metwarking Data protection Advanced Tags Review + create

Visual Studio Enterprise Subscription

East US

Fesource manager

StorageV2 (general purpose v2)
Geg-redundant storage (GRS)
Standard

Hot

Public endpoint (all networks)

Microsaft network routing {default)

Enabled
60 days
Disabled
Disabled
Disabled

Enabied
Disabled
Version 1.2
Disabled
Disabled
Disabled
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14. Wait for the deployment process to finish. When the deployment is ready, a screen will announce

15.

16.
17.

18.

that the deployment has been created.

@ Your deployment is complete
Deployment name:  Microsoft.Storagefccount

Subscription:  Visual Studio Enterprise Subscription
Resource group:

~  Deployment details {Download)

“~ Mext steps

Navigate to the home screen and click All resources.

Navigate

o ssn
Subscriptions [‘] Resource groups HH

All resources

Click the newly created storage account.

Navigate to Firewalls and virtual networks on the left.
Make the following modifications, then click Save:

=  Allow access from: Selected networks

= Address range; ******xx
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Save }( Discard O Refresh

o Firewall settings allowing access to storage services will remain in effect for up to a minu

Allow access from
O Al networks @ Selected networks

@ configure network security for your storage accounts. Learn more

Virtual networks

Secure your storage account with virtual networks.  + Add existing virtual network  +
Virtual Network Subnet Address range

Mo network selected.

Firewall

Add IP ranges to allow access from the internet or your on-premises networks. Leam mo
D add your client IP address (' 1 ©

Address range

| \Iil

| IP address or CIDR ‘

19. Navigate to Encryption on the left.
20. Under Encryption type, select Customer-managed keys.
21. Under Encryption key, select Select from key vault.

22. Under Key vault and key, click Select a key vault and key.
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Encryption  Encryption scopes

- .
Save >< Discard

Storage service encryption protects your data at rest. Azure Storage encrypts your data as it's written in our datacent:

access it.

By default, data in the storage account is encrypted using Microsoft-managed keys. You may choose to bring your o

Please note that after enabling Storage Service Encryption, only new data will be encrypted, and any existing files in
by a background encryption process. Leam more about Azure Storage encryption o

Encryption type O Microsoft-managed keys
@ Customer-managed keys
@ The storage account named ‘nccoepacstest’ will be granted access t
protection will be enabled on the key vault and cannot be disabled.
Encryption key (O enter key URI
@) Select from key vault

Key vault and key * | Select a key vault and key

23. Under Key Vault, click Create New.

Home > All resources > | Encryption >

Select key from Azure Key Vault

Subscription * | Visual Studio Enterprise Subscription ~ |

Key vault * | ~ |

Create new

24. On the Create key vault screen, select the Basics tab, and populate the information as follows:
a. Navigate to the Resource Group field, select the corresponding resource group.
b. Navigate to the Key Vault Name field, select the corresponding key vault name.
c. Navigate to the Pricing Tier field; select Premium.
d. Navigate to the Soft-Delete field; select Enabled.
e. Navigate to the Days to Retain Deleted Vaults field; enter 60.

f. Navigate to the Purge Protection field; select Allow purging.
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Home > | Encryption > Select key from Azure Key Vault >

Create key vault

Basics  Access palicy Networking Tags Review + crezte

Project details

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and manage all
YOUr resources,

Resource group * ~

Create new

Instance details

Key vault name * (O | "

Pricing tier * @ | Premium {includes support for HSM backed keys) ~ |

Recovery options

Soft delete allows you to recover a deleted key vault and its objects within the retention pericd you specify. Purging triggers
immediate and irrecoverable deletion of the key vault. When purge protection is enabled, vault and its object in the deleted
state cannot be purged until the retention period has passed. Learn more

Soft-delete (D @) Enable recovery of this vault and its objects

O Disable recovery of this vault and its objects

0 Once enabled, this option cannot be disabled

Days to retain deleted vaults * © | 60 v

Purge protection @ @) Allow purging of this vault and its objects during retention period

O Enable purge protection of this vault and its objects during retention pericd

= Previous ‘ Next : Access policy >

25. Click the Next: Access Policy button.
26. Fill out the Access Policy information, then click Next: Networking.

a. Navigate to the Enable Access to group, and set the following checkboxes:

=  Azure Virtual Machines for deployment: Unchecked
=  Azure Resource Manager for template deployment: Unchecked

= Azure Disk Encryption for volume encryption: Unchecked

b. Navigate to the Current Access Policies: group and keep the Default User Permissions.
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Home > All resources > | Encryption > Select key from Azure Key Vault >

Create key vault

Basics Access policy  Networking Tags Review + create

Enable Access to:
B Azure Virtual Machines for deployment (@
l:\ Azure Resource Manager for template deployment @

D Azure Disk Encryption for volume encryption @

+ Add Access Policy

Current Access Policies
Name Email Key Permissions Secret Permissions Certificate Permissions  Action

USER

[ 9 selected v | [ 7 selected v | [ 15 selected ~ | [ Delete

| < Previous H Next : Networking = |

27. On the Create key vault screen, under the Networking tab, navigate to the line labelled
Connectivity method and select Public endpoint(all networks) and then click on Next:Tags>.

Home > | Encryption > Select key from Azure Key Vault

Create key vault

Basics Access policy Networking  Tags Review + create

MNetwork connectivity

You can connect to this key vault either publicly, via public IP addresses or service endpoints, or privately, using a private
endpoint.

Connectivity method @ Public endpoint (all networks)
O Public endpaint (selected netwarks)
O Private endpoint

| < Previous H Next : Tags > |

28. Fill out the Tags information, then click Next: Review + create.
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Home Encryption > Select key from Azure Key Vault

Create key vault

Basics  Access policy Networking Tags  Review + create

multiple resources and resource groups. Learn more

Mame () Value @ Resource

| : | Key vault

Review + create | < Previous | | Next : Review + create = |

Tags are namejvalue pairs that enable you to categorize resources and view consolidated billing by applying the same tag to

29. Review the Create key value configuration page, verify the configuration information, then click

Create.
Basics
=  Subscription: Visual Studio Enterprise Subscription
= Resource group: **x#xk
= Key vault name: ********
= Region: East US
=  Pricing tier: Premium
= Soft-Delete: Enabled
=  Purge Protection During Retention Period: Disabled
= Retention period (days): 60 days
Access policy
=  Azure Virtual Machines for deployment: Disabled
=  Azure Resource Manager for template deployment: Disabled
=  Azure Disk Encryption for volume encryption: Disabled
= Permission model: Access control list

=  Access policies: 1
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Networking

= Connectivity method: Public endpoint (all networks)

Create key vault

0 Validation passed

Review + creats

Basics

Subscription

Resource group

Key vault name

Region

Pricing tier

Soft-delete

Purge protection during retention peried

Days to retain delsted vaults

Access policy

Azure Virtual Machines for deployment

Azure Resource Manager for template
deployment

Azure Disk Encryption for volume
encryption

Permission model

Access policies

MNetworking

Connectivity method

Home > | Encryption > Select key from Azure Key Vault >

Basics Access policy MNetworking Tags Review + create

Visual Studio Enterprise Subscription

East US
Premium
Enailed
Disabled
60 days

Disabled
Disabled

Disabled

Access control list
1

Public endpoint {all networks)

Create < Previous Next > Download a
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30. Wait for the creation process to finish.

31. Navigate to the Key field and click Create New.

Home > | Encryption >

Select key from Azure Key Vault

Subscription * | Visual Studio Enterprise Subscription ~ |

Key vault * | ~ |
Create new

Key * | ~ |
Create new

32. Fill out the form with the following information, then click Create:

= Options: Generate
n Name: 3k 3k 3k %k %k %k %k %k

= Key Type: RSA

= RSA Key Size: 2048

= Enabled?: Yes

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS)

228



"$2-008T"dS 1SIN/8Z09°0T /840" 10p//:sd1Yy :woly 984eYd JO 9314 3|e|IeAe s| uonealjgnd siy L

Create a key

Options

Home > | Encryption > Select key from Azure Key Vault >

| Generate

MName * (i)

Key Type ©
- R
«-» =)
RSA Key Size

‘. ™y
@ 072 409 )

Set activation date? @[ |

Set expiration date? @[ _|

Enabled?

Yes Mo

33. Once the key has been successfully created, ensure the values for Subscription, Key Vault, and Key

are correct as follows, then click Select:

= Subscription: Visual Studio Enterprise Subscription

n Keyvault: 3k 3k >k % % %k %k k

n Key: %k %k %k % 3k %k %k k
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Home > | Encryption >

Select key from Azure Key Vault

o The key ' * has been successfully created.
Subscription * | Visual Studio Enterprise Subscription % |
Key vault * | % |
Create new
Key * | hd |
Create new

34. Verify the following Encryption information, then click Save:

= Encryption type: Customer-managed keys
= Encryption key: Select from key vault

= Key vault: ****x**x*

n Key: %k %k %k %k 3k %k %k k

Encryption  Encryption scopes

Save >< Discard

Encryption type O Microsoft-managed keys
@ Customer-managed keys
@ The storage account named
protection will be enabled on the key vault

Encryption key O Enter key URI
@ Select from key vault

Key vault and key * Key vault:
Key:
Select a key vault and key
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Encryption  Encryption scopes

E Save X Discard
Encryption type O Microsoft-managed keys
@ Customner-managed keys

@ The storage account named *

" will be

protection will be enabled on the key vault and can

Current key |

Automated key rotation (O | Enabled - Using the latest key version

Key version in use (O |

Change key

35. Take note of the key strings. These will be used to authenticate the VNA’s requests to the storage

account:

= Storage account name; ****¥***

n Key:********

= Connection string: ********

Storage account name

keyl (0

Key

Connection string

36. Navigate to Storage Explorer on the left of the Storage Explorer (preview) page.

37. Right-click BLOB CONTAINERS, then click Create blob container.
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Diata transfer

!IE

Events

Z= Storage Explorer (preview)

- | Storage Explorer (preview) =
Storage account

|;—'_' Search (Ctrl+/) | 4 | |

= Overview * v P BLOB CONTAINERS [—]

ﬁ] o b :: FILE SHARES Create blob container
ivity log

» Il QUEUES HERER

Ra Access control {IAM) » B TABLES

P o

p Diagnose and solve problems

38. Fill out value of the Name field for the New container, then click Create.

New container X

Mame =

Diskilia: ssmane Teil
FUDBC acCess level E‘

@ The public access level is set to private because public access is

disabled on this storage account

~  Advanced

BN o |

39. The established storage account is ready for use, and the VNA can be configured to send and receive

medical images to and from the storage account container.
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2.9.2  Hyland VNA Cloud Archive Device
For this project, a Hyland engineer upgraded the Hyland Acuo VNA v6.0.4 and NilRead Enterprise

v4.3.31.98805 to Acuo VNA v6.0.4.2798 H2_ P2 and NilRead Enterprise v4.4.32.103830. These upgrades
enabled the Hyland VNA to store patient studies in a Microsoft Azure storage account. When configuring

the connection to the Azure account, the VNA allowed an engineer to determine the number of days
that patient studies were held in the cache. For testing purposes, this project kept studies in the VNA
cache for three days and immediately stored these studies in the Azure storage. When configuring for
production, identify time frames for cache and cloud storage that coincide with an HDO’s business
practices.

Hyland NilRead Archive Device Configuration

1. Open a web browser and navigate to the Acuo Admin Portal created in Section 2.2.2, Hyland Acuo
VNA.
2. Enter the Username and Password for the Admin Portal, and click Sign In.

Acuo

Acuo Admin Portal

Username
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3. Navigate to the Archive Devices section of the portal by clicking the drop-down list on the top left
corner of the screen and selecting Storage Management and then Archive Devices.

C) - .+ = a

RIPRS S TR 8 % @ :

Acuo  Home v & st

dmin Portal

@ _
-_——
6] ——]
Fatient Explorer Workflew
Route Management Starage Management

4. Click Add New Archive Device in the top of the screen, then select Azure.

R =+ a

I

Acuo & e

& Dot

5. Inthe Add New Azure Archive Device window, provide the following Azure account information:
n Namae: %%k sk sk sk
= Container Size: 20 MB
L Account Name: *******x
] Acco“nt Key: 2k ok 2k % ok ok 5k ok ok ok %k >k % %k %k %k k¥

6. Click Add Archive Device.

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS) 234



"$2-008T"dS 1SIN/8Z09°0T /840" 10p//:sd1Yy :woly 984eYd JO 9314 3|e|IeAe s| uonealjgnd siy L

@ dos e e = 1 a x

+ [ QT S R T I -

Add New Azure fechi

Connect Microsoft Azure Archive Device to the RADIOLOGY Storage Application

1. Click Storage Applications on the left-hand side of the screen.
2. Click RADIOLOGY.
3. Scroll down and click Add Archive.

= Device: ****xkkk

= Write files older than: 1 day(s)

= Enable Write files to archive.

4. Click Add Archive.

e o = 15
= (0 oo apel st Tl om0 el 1 BTt LT A

Add Archive to Application

Set Parameters for Image Archival to Microsoft Azure
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1. Select Nccoe-Azure under Archive Devices at the bottom of the screen.
2. Set Write files older than to 0 days.

3. Click Save Changes.

@ dos e e B - a =

13 PR o B E T A . fuafTmne Sl Bl 15 ok LT A

Coniectien Settigs

Connection

Set Parameters for Storing Images in the VNA’s Cache

1. Click Edit Cache Cleaner Configuration.
2. Set Clean Files Older Than to 3 days.

3. Click Save Changes.

@ dos e e B a

+ € D bbeat Bt gl e st fol e bl R 31 B ot b -4 s @

Edit Cache Cleaner Configuration

# Uil Cas Comrar

b s T

B e e
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2.10 Secure Remote Access

Both healthcare and IT systems require access by vendor support technicians for remote configuration,
maintenance, patching, and updates to software and firmware. This project implemented secure remote
access by integrating Symantec Validation and ID Protection (VIP) into the ConsoleWorks authentication
mechanism. This implementation enforced two-factor authentication with username, password, and a
onetime passcode.

2.10.1 TDi Technologies ConsoleWorks

The NCCoE lab implemented a VendorNet using TDi ConsoleWorks, which is a browser interface that
enables HDOs to manage, monitor, and record activities from external vendors in the IT infrastructure.

System Requirements

= CPUs:1

= Memory: 8 GB RAM

= Storage: 40 GB

= Operating System: CentOS 7
= Network Adapter: VLAN 1097

TDi ConsoleWorks Installation

The TDi ConsoleWorks installation in this PACS environment replicates the installation in the Wireless
Infusion Pumps Project. For detailed installation guidance, please refer to Section 2.1.8, TDi
ConsoleWorks External Remote Access, in NIST SP 1800-8C, Securing Wireless Infusion Pumps [12].

TDi ConsoleWorks Radius Authentication Configuration

In our project, we integrated TDi ConsoleWorks with the Symantec VIP for two-factor authentication.
This section explains how to enable external authentications for ConsoleWorks. In the next section, we
explain how we configured Symantec VIP to integrate with ConsoleWorks.

1. Download extern_auth_radius.so file from ConsoleWorks support site [14].
2. Move extern_auth_radius.so file to /opt/ConsoleWorks/bin directory.

3. Restart ConsoleWorks by executing cw_stop and cw_start scripts located in the
/opt/ConsoleWorks/bin directory.

4. From the ConsoleWorks web interface, navigate to Security, and click External Authentication.

5. Click add to create a new external authentication source.
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6. Fill out the required fields. The setup we used is below:

= Record Name: Radius

= Ensure Enable is checked.

=  For Library, select radius.

= Parameter 1: 192.168.120.190:1812/*******
= Parameter 2: 30

= Parameter 6: 15

= Template User: CONSOLE_MANAGER

7. Continue through the prompt by clicking Next; click Save on the final prompt.
External Authentication Record

Record Name:

Enabled
Library: |radiu3 | ¥ |

Parameter 1: | 192 1681201900181 2=

Parameter 2: | 30

Parameter 3: |

Parameter 4 |

Parameter 5: |

Parameter 6: |15

Required Profile: |

Template User: | CONSOLE_MANA... | = |

| Cancel | | Next |

8. Ensure that Enable External Authentication is checked.
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~ SECURITY: External Authentication

External Authentication [

Enable External Authentication

|:| External Authentication assumed for pre-existing User accounts

External Authentication Library Enabled Param 1
|:| RADIUS radius i 192.168.120.190:1812/...

| Delete | [A:Id l | Rename || Edit | | Save |

2.10.2 Symantec Validation and ID Protection (VIP)

Symantec Validation and ID Protection is an authentication service that provides various forms of
authentication such as push, short message service (SMS), and biometric. This project used Symantec
VIP as a second form of authentication for remote access to the PACS architecture through TDi

Technologies ConsoleWorks.

System Requirements

= CPUs:4

= Memory: 8192 MB RAM

=  Storage: 240 GB (thin provision)

= Operating System: Microsoft Windows Server 2016
= Network Adapter: VLAN 1201

Symantec VIP Installation

1. Right-click on setup.exe file for VIP Enterprise Gateway 9.8.0; select Run as administrator.

j g Application Tools
Home Share Wiy Manage

T » WIP_Enterprise_Gateway_ 9 8 0 WINDOWS

Mame Date modified Type Size

o Quick access
Bl Desktop
; Downloads *

=) Docurnents #
= Picturas WIP Enterprise Gateway - InstallShield Wizard
8 This PC W VIP Enterprise Gateway Setup is preparing the InstaliShield
L1 ‘Wizard, which will guide wou through the program setup process.
Pl ik,
¥ Metwark poze e

Extracting: VIP Enterprise Gateway.msi

—= Cancel

setup SEEFAITT A3 PM Application 142,557 kB
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2. Proceed through the installation wizard by clicking Next >.

15 Setup - VIP Enterprise Gateway x
Welcome to the VIP Enterprise Gateway
setup Wizard,

This wll install YIP Enterprise Gateway on your compuker.

Click Next to continue or Cancel to exit wizard,

! WARNING: This pragram |5 protectad by copyright law and
international treaties,

< ack Conce

3. Check I accept the agreement.

4. Click Next >.

45 Setup - VIP Enterprise Gateway bd
License Agreement J%"‘ inc.
Please read the Following License Agreement carefully, You must accept the I wﬂr::..

terms of this agresment before continuing the installation.

SYMANTEC SOFTWARE LICENSE AGREEMENT

SYMANTEC CORPORATION AMND/OR ITS AFFILIATES ["SYMANTECT) 1S WILLING TO
LICENSE THE LICENSED SOFTWARE TO YOU AS THE INDIVIDUAL THE COMPANY, OR
THE LEGAL ENTITY THAT WILL BE UTILIZING THE LICENSED SOFTWARE (REFERENCED
BELOWY AS YOU® OR “YOUR") OMLY ON THE CONDITIOMN THAT YOU ACCEPT ALL OF
THE TERMS OF THIS LICENSE AGREEMENT ("LICENSE AGREEMENT"). READ THE TERMS
AND COMNDITIONS OF THIS LICEMSE AGREEMENT CAREFULLY BEFORE USING THE
LICENSED SOFTWARE. THIS |§ A LEGAL AND ENFORCEABLE CONTRACT BETWEEN YOU
ANP SYRAANTES  RY CHCKING THE “I ASRFF" 00 ™FSY RIMTOAM S0 OTHERWISF

(®) I accept the agresment,
{C)1 do not accept the agreement.

[y

« Back Mext > | Cancel

5. Create a username as admin and a password and click Next >.
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25 Setup - VIP Enterprise Gateway X

ok

Configuration Console Access J
X ID Protaction

Enker the name of the user who will manage the Configuration Cansale, and the
password that user will use to loginto the console. Both the username and password
are case sensltive.

Username (minimum 5 characters)

ladmin

Pazsword (minimum S characters)

Confirm your password,

InstafiShisid

6. Keep the default installation location by clicking Next >.

F& Setup - VIP Enterprise Gateway x
Destination Folder P ¢ .
Click Next to instal to this folder or dick Change to instal to & dfferent foider, ¥ [apeaon8
| v, Install VIP Enterprise Gateway to:
-.-/ Ci\Program Files (xB6)\SymanteciVIP_Enterprise_Gateway), | Change... |

InstallShieid

<Back | %t > | Cancel

7. Click Install.
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#8 Setup - VIP Enterprise Gatewsy *

teE.
datian &

Ready to Install YIP Enterprise Gateway J
s
The wizard is ready to start the installation process, ] Fl‘m'llttlm

Click Instal ko start the Installabion process.
Click Back ta review or change the Installabion settings.

Click Cancel bo exit the wizard,

InstaliShieid

bk [ umal || concel
Ly

8. Click Finish after installer is complete.

25 Setup - VIP Enterprise Gatswvay ®

VIP Enterprise Gateway successfully installed.

This wvizard has successfully instabed VIP Enterprise Gateway
on your computes.,
Click Finish to et tha sstup.

[ Launch the Configuration Corsole

< Back wnish Cancel

9. On the Symantec VIP local machine, open a web browser, and navigate to http://localhost:8232.
Sign in with the User Name as admin and corresponding Password specified during installation.
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locathost 223 fvipegoonsa

act 2 = € o Signln - localhost

'N/'-rSymantec. VIP Enterprise Gateway

User Nams

Password

See Help for assistance.

W you dent have your sign-in information, contact your VIP administrator

admin

wesnna

-

_Seal

Help

10. Select User Store from the menu bar.

locathost 8232 npeag

snsolefdiuplagd O = & W Add User Sore - localiost

Home | User Store

User Store > User Store

User Store

LDAP Directory Synchronization
VIP Adiminisiralor Configurabion
Console Authenlication

3

\/Symantec VIP Enterprise Gateway

wlmmlw.

TR Ao s S

You must configura a connaction wilh each new user store that you add o VIF Enlerprise Gateway

Type

“Name

*Connection

"Host

“Port
Timeout:

Enabie S5L:

*User DN

‘FPassword

Base DN

*User Filter:

User Store

LDAPI}

Bind Information

Search Criteria

admin

Sign Ot

11. Add a user store with the following information:
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= Name: AD PACS

= Connection: ad-main

= Host: ad.pacs.hclab

= Port: 389

= User DN: CN=symantec, DC=pacs, DC=hclab
= Password: #*#xkrckxx

= Base DN: DC=pacs, DC=hclab

= User Filter: (&(&objectClass=user)(objectCategory=person))(sAMAcountName=%s))

: B = & o Add User Store - localhiost
LAISURE ALUTRTIILSUN 1 ype. LA

"Nama AD-PACS 2

Server Information

*Connection: ad-main bd
*Host ad pacs helab (£
*Poit 389 s

Timenut: 2 ﬂ Seconds

Enable S5L 0

Bind Information

*User DN CN=cpeloguin, DC=pacs.DC=helab 2

*Password srassnsasnn x
Search Criteria

Base DN DC=pacs,dc=hclab 2

“Uses Filter: (&{&{objectCl Y objectC: y=person)) 7

(sAMACCoUntName=%s1)

[ Edit Default VIP User Name Attribute

Test Sottings

“Test Liser Name: kangmin Test | © 7

Test bind faded. Be sure you have the comect Host, Port, SSL (H selected),
and Bind information for the User Store AD-PACS

*Required Information

Cancel Submit

12. Log into VIP Manager by navigating to https://manager.vip.symantec.com/vipmgr. Use the account
provided by Symantec.

13. Select Register Your VIP Credential. Provide the Credential ID and Security Code of your
credentials. Credentials can be downloaded by navigating to https://vip.symantec.com/.
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| 57 a0 baanages - Rugioter Vour.. % [0 SymmARRE NID ST Fachad e

V/Symantec.  vip manaGER

Register Your VIP Credential

Provide your credential [0 and 3 security code 1o regisier your VIP |
credoriial
(Credential ID: VEST22661643
Tipecalty 12 shphansmens charncien
Security Code: 28602 *

& thgs generated om your VIP ordential

; R S S
14. After registering the credential, select Go to My Account.
b eamm ! i s e desnal. v D-@ax ?M-W B g o e “M“MWM
'VSymarltec. VIP MANAGER
@ Your VIP Credential Was Registered Successfully
ou have sucoesshully registerad your VIP oredential and you are now signed in fo your account
=

15. Select Account from menu bar, then select Manage VIP Credentials.
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rantec.comvipmgr/madulshomestmodules 0 - @G

(VSymantec.  vip maNAGER

Account Summary - UNVERIFIED - NCCoE

» VI Aceount Masagement

13 View Acoount Detass

(3 Manuge Uner Groups

. Tind Moty Adsinisirator
Crewgs.

(35 Crmate VIP Adminiatentars

(% SMS Credential Settings

> Downlosd Fies

o v
. | . - =
UBVERIFIED - NCCoE | T Graat Sesees Huy
* Fingkvise
[
20850
* Unied Siases
Corporme Contact Technical Conact Hilling Comtact
Sue Wasg. Sue Wang Sue Wang
M4 A
smangemie oy wangmirs cop wrang@mens org
1675020 [prefemed) 3615755208 (praterred] 3019750208 (peetamed)
erindiction iash
Acount Cresson Dats*
Service Stan Date”
Survice End Date”
Member Type
Account Usage
Salea Reterence Mumber
“Patectn aer FIT o PO an shcatie
ek |

Sty | 2070 Symaies Compooson

3 Greate Administratod Group

Fined { Modity VIF &tministratony

3 Coedestial Socursy Settings

16. Select Request a Certificate.

prked cqnfgimge ortmigehormey p-ac ‘Ewumrmw ®

@Symantec. VIP MANAGER

51+ Mezauet

Manage VIP Certificates
Ut e et by PRCRAREL 3 N COMIBEAE OF o K YOuT #l88n0 Gt
Podquest and 1o downioed i

Yo hive s Cocates Btocisted aih i VIP sotoust,
“Firtacts afrar PUT o POIT, mn appicatie

e it | fomey | Ssmmates | 83018 Symankec Corpoatoe.

Viip

17. Provide a Certificate Name as NCCoE_VIP_Cert. Click Submit Request.
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hantec cam/mpmage{corraguest i 14008610 O - @ & 5_6.\» Msnagsr - Regquest s Ce_ %

@Symantec. VIP MANAGER

Chsbizas = Aecoust

Request a Certificate
Ente an nasity-rocognizabie name for your certihcaty (such s "VIF Cerlificats 17) in tha feld below,
it Signing FRequast nthe C3R
Rnquires Informaticn
“Corificee Nams E"""‘m WP Carl 7
Inporan oty Fymame: 1o 89
P ] Mot
attpimane et
v
Latemey | Boany | Sasssse |8 3078 Spmantes Comparion

18. Select PKCS#12 format and create a password for the requested certificate. Then select Download

Certificate.

[nanteccom/gmaidecerequattnociey 9 - WX
@Symam. VIP MANAGER

| owwows e cosmes

Dastins > Adcount

Your Certificate Request has been Approved

our careicate nsmed NCCoE_VIP_Cert aupees on 2021 May 06

(4} Seleci & cerificsbe Semal. enter & passwond lo ancrypd e caviBcate, and then cick Download Certificabe

Requres Informason
“Format Crem ® pcsanz 7
oo [ | @

GE) Afer downinading your crrificale you Wil nead b mstal 1

Go o e Help and Sunoed paee for PRESH1E Imal # you need heip mstaling the corificate bo use with VIP Web senvices:

f you need heip nstaling the ceriicate to use with a Cls<o SA 500 senes VPN roulsr

lmawibiotien | Mmmey | Mt | 82000 Symanses Comotaes

VI Account Management

19. Save the certificate on the Symantec VIP local machine.
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20. Navigate to http://localhoat:8232. After logging, select Add VIP Certificate.

methodzeditdibs=0EF O « X || G- Add WIP Certificate - locath,.. % | ¥ VIB Manager Vour Certdicate | ¥ Symantec VIE = Twe Factor Autu

'Z.Y’Symantec. VIP Enterprise Gateway

Home UserStore  Validation  Identity Providers  Logs  Settings

VIP Enterprise Gateway .«

Symantec Validation and 1D Protection (VIP) Enterprise Gateway enables your erganizations employees and
associates to use the strong authentication capablliies that Symantec VIP Services provides, along with their
directory

admin - Sign Out

Help

Get Started

Add a VIP Cerfificale to secure
communication with VIP Authenlication
service. To oblain a new VIP Certificate,

VIP Enlerprise Gateway provides RADIUS-based authenbcalion server You can use this authenticalion server B0c0ss VIP Manager

with mast of the fevel network that provide Remole Access Services such as VPN,

Fireveall, and appication reverse proxy. Additionally, VIP Enlerprise Gateway provides the plug-in optians that

¥OU can use 1o integrate your Iavel and access software with VIP _
Authenbcation framework

VIP Enterprise Galeway provides identity Providers (idPs) for Seif Service Portal (S5P) and VIP Manager
Portal that Symaniecs VIF Senices host The VIF Manager Service I0F enablas your organzation’s IT
Adminisiralors 1o sulhenticale to VIF Manages using their LDAF user name and password and manage the
VIP Account. The SSP 1dP enables employees and associates o register or un-register their VIP credentials
by authenticating with thair directory L

21. Select Browse and upload the certificate from the previous step. Enter the correct password and

alias for the certificate, then click Submit.

D = & || S AddVIP Centificate - locath... % |0 VP IAREGEN= Your CATURERR el V- SyTRanEsL VIP = Fuks Factor Autin!

“*Required Information

coce | (D

\"\_ff‘{-Symantec. VIP Enterprise Gateway awin | Sign Ol
mi.ummlmlmnmmlwsmmml
: 8- 4

Setings > VIP Coctificate
Add VIPCertfcate
VIP Cartificate 5 Complete the following steps to import & VIP Certificate in .p12 format M you do not have a VIP cerfificate, click VIP Managsr

1o oblain a new certificate:
SSL Certificate
Trusted CA Certificate

Faited 10 import PKCS12 cert. Make sure PKCS12 File and Password are correct

Export Settings
Import Settings
e mw Add VIP Certificate
HTTF Proxy Seftings
Health Check Settings *File Name [ y Deskioplvip_cer  Browse...
Update Seftings *Password csenssens
System Seltings *Alias NCCoE_VIP_Cerl z

22. Select Validation from the menu bar, select Custom configuration, and provide the information that

follows:

= Server Name: vip

= Local IP: 192.168.120.190
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= Port: 1812

= RADIUS Shared Secret: *****

=  Confirm RADIUS Shared Secret: *****

= Enable First Factor: Checked

=  Authentication on: Enterprise

=  Authentication Sequence: LDAP Password—VIP Authentication

= User Store: AD PACS

o actionicartomt B+ G | RADRIS Vabdation Servt - . % | IE NARNGER 2 NoUH Cor At M Sratee Vi tam Fociar e

)/:Symantec. VIP Enterprise Gateway allin' fhgu O
Home | UserStore  Validation Identity Providers. | Logs | Semings | Help
Vadation » RADIUS Validation Server
Links Add RADIUS Validation Server
RADIUS Validation Server 3 Configure server parameders to create 3 vabiation server.
Tunnel Server
Setvor Information
* Server Nama l} c }
 Local IP 192 168 120,190 Iv]
*Port 1812 7/
* RADHUS Shared Secret J
* Confiem RADIUS Shared Secrel k)
Logging Level WO (v]
Lag Rotation Intesval 1 vj days
Nurmber of Files to Kzep 4 vl
Enatée Syslog ) Yes @ Mo (7
* Password Encoding utFE v (7
RADIUS Access Challenge
W Enable Access Challenge (7
“Chalienge Timaout 60
VIP Push Authentication
¥ Enable Push (%
Remote Access Sarvice NametRL Remote Access Service Name \/
The vip_cert.p12 download has completed. Open | v Open foider View dewnboads

23. Click Submit.
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ustom scbenieustomt 2 = © || & RADIUS Validation Server = |... % ;;?ﬂm
WVIP AuthenBcation Timeout

“Enforce Local Authentication QO Yes @ No 7

First-Factor Authentication

W Enable Fust Factor |7
Authentication on (@ Enferprise () VIP Services

Authenfication Sequence. @ LDAP Password - VIP Authentication
) VIP Autheacation - LOAP Password

7

User Store Configuration

[ User resides in user store (7
[] Enabie User Store data for Out-ol-Band |9

User Store: | AD-PACS
Business Continuity
Business Continuity. (@ Disabled () Aulomatic () Enabled (7
Delegation

LDAP to RADIUS Mapping
[7] Enable LDAP to RADIUS Mapping

*Required Informaton

=

24. Ensure that VIP Server Status is set to ON.

wslidution B = % || €3 localhost

Operation is in Progress._..

This mary take  few seconds i complite
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AD
AES

AE Title
CA
CIDR
CPU
CSR

DB

DC
DCS:SA
DHCP
DICOM
DNS
EDR
FMC
FTD
GB
GUI
HD
HDO
HIP
HL?7
http
https

Active Directory

Advanced Encryption Standard
Application Entity Title

Certificate Authority

Classless Inter-Domain Routing
Central Processing Unit

Certificate Signing Request

Database

Domain Controller

Data Center Security: Server Advanced
Dynamic Host Configuration Protocol
Digital Imaging and Communications in Medicine
Domain Name System

Endpoint Detection and Response
Firepower Management Center
Firepower Threat Defense

gigabyte

Graphical User Interface

Hard Drive

Healthcare Delivery Organization
Host Identity Protocol

Health Level 7

Hypertext Transfer Protocol

Hyper Text Transfer Protocol Secure
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IDN
s

loT

IPv4
ISO

LDAP
MB
MPPS
NAT
NCCoE
NIST
NTP
oS
OVA
OVF
PACS
PKCS
PKI
QR Code
RAM
RIS
SCP
SEP
SEPM

Identity Defined Networking

Internet Information Services

Internet of Things

Internet Protocol

Internet Protocol Version 4

International Organization for Standardization
Information Technology

Lightweight Directory Access Protocol
Megabyte

Modality Performed Procedure Step
Network Address Translation

National Cybersecurity Center of Excellence
National Institute of Standards and Technology
Network Time Protocol

Operating System

Open Virtual Appliance or Application

Open Virtualization Format

Picture Archiving and Communication System
Public Key Cryptography Standards

Public Key Infrastructure

Quick Response Code

Random Access Memory

Radiology Information System

Service Class Provider

Symantec Endpoint Protection

Symantec Endpoint Protection Manager
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SMS
SP

saL
SSL/TLS
TCP/IP
uDM
uDP
URL
vIP
VLAN
VM
VNA
WAN
WLM

Short Message Service

Special Publication

Structured Query Language

Secure Sockets Layer/Transport Layer Security
Transmission Control Protocol/Internet Protocol
Universal Data Manager

User Datagram Protocol

Uniform Resource Locator

Validation and ID Protection

Virtual Local Area Network

Virtual Machine

Vendor Neutral Archive

Wide Area Network

Workload Management

NIST SP 1800-24C: Securing Picture Archiving and Communication System (PACS)

253



"$2-008T"dS 1SIN/8Z09°0T /840" 10p//:sd1Yy :woly 984eYd JO 9314 3|e|IeAe s| uonealjgnd siy L

(1]

(2]

3]

(4]

(5]

(6]

(7]

(8]

(9]

(10]

[11]

Docker. Install Docker Desktop on Windows. Available: https://docs.docker.com/docker-for-
windows/install/.

Microsoft Docs. Install SQL Server from the Installation Wizard (Setup). Available:
https://docs.microsoft.com/en-us/sql/database-engine/install-windows/install-sql-server-from-
the-installation-wizard-setup?view=sql-server-2017.

K. McKay and D. Cooper, Guidelines for the Selection, Configuration, and Use of Transport Layer
Security (TLS) Implementations, National Institute of Standards and Technology (NIST) Special
Publication (SP) 800-52 Revision 2, NIST, Gaithersburg, Md., Aug. 2019. Available:
https://doi.org/10.6028/NIST.SP.800-52r2.

DVTk. DVTk open source project main contributors ICT Group and Philips. Available:
https://www.dvtk.org/.

Microsoft TechNet. Building Your First Domain Controller on 2012 R2. Available:
https://social.technet.microsoft.com/wiki/contents/articles/22622.building-your-first-domain-
controller-on-2012-r2.aspx.

Microsoft TechNet. Installing and Configuring DHCP role on Windows Server 2012. Available:
https://blogs.technet.microsoft.com/teamdhcp/2012/08/31/installing-and-configuring-dhcp-
role-on-windows-server-2012/.

DigiCert. CSR Creation Instructions for Microsoft Servers. Available:
https://www.digicert.com/util/csr-creation-microsoft-servers-using-digicert-utility.htm.

Cisco. Cisco Firepower Management Center Virtual for VMware Deployment Quick Start Guide.
Available:
https://www.cisco.com/c/en/us/td/docs/security/firepower/quick start/vmware/fmcv/FMCv-

quick.html.

Cisco. Cisco Firepower Threat Defense Virtual for VMware Getting Started Guide. Available:
https://www.cisco.com/c/en/us/td/docs/security/firepower/quick start/vmware/ftdv/ftdv-
vmware-gsg.html.

Cisco Systems, Inc. Basic Policy Creation for Firepower. Jan. 30, 2019. Available:
https://www.cisco.com/c/dam/en/us/td/docs/security/firepower/Self-
Help/Basic Policy Creation on Cisco Firepower Devices.pdf.

Cisco Systems, Inc. Cisco Stealthwatch: Installation and Configuration Guide 7.0. 2019. Available:
https://www.cisco.com/c/dam/en/us/td/docs/security/stealthwatch/system installation config
uration/SW 7 0 0 Installation and Configuration Guide DV 3 1.pdf.
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[12] G. O’'Brien et al., Securing Wireless Infusion Pumps in Healthcare Delivery Organizations, NIST SP
1800-8, NIST, Gaithersburg, Md., Aug. 2018. Available:
https://www.nccoe.nist.gov/sites/default/files/library/sp1800/hit-wip-nist-sp1800-8.pdf.

[13] Microsoft. Storage Account Overview. Available: https://docs.microsoft.com/en-
us/azure/storage/common/storage-account-overview?toc=/azure/storage/blobs/toc.json.

[14] TDi Technologies, External Authentication libraries, ConsoleWorks Cybersecurity Operations
Platform. Available: https://support.tditechnologies.com/content/external-authentication-
libraries.
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