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⊲ WINSTON & STRAWN LLP – WASHINGTON, D.C.

• Antitrust and commercial litigator and trial lawyer.

• Substantial MDL and complex litigation experience. 

• Chair, Winston eDiscovery & Information Governance Practice.

• National eDiscovery counsel for several Fortune 500 companies.

⊲ THE SEDONA CONFERENCES

• Working Group 1 on Electronic Discovery (former steering committee member).

• Working Group 6 on International Privacy.

• Working Group 11 on Data Security. 

⊲ ADVISORY BOARD – GEORGETOWN LAW SCHOOL EDISCOVERY 

INSTITUTE

⊲ D.C. BAR – E-DISCOVERY COMMITTEE

⊲ CO-CHAIR FJC – JUDICIAL TRAINING PROGRAM (2017–2019)

⊲ EDITOR-IN-CHIEF – EDISCOVERY ADVANTAGE 

⊲ AUTHOR OR CONTRIBUTOR TO SEMINAL WRITINGS IN THE FIELD, 

INCLUDING:

• Editor, Federal Judge’s Guide to Discovery (3rd ed.).

• Duke Conference’s Guidelines and Practices for Implementing the 2015 

Discovery Amendments.

• Numerous Sedona Conference Commentaries (Principles).

“John Rosenthal is one of the best e-

discovery lawyers in the US. One of his 

great strengths is how good he is in the 

courtroom and before judges about 

e-discovery matters.” 

LEGAL 500 US

John Rosenthal
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• Vice President and General Counsel, HaystackID.

• Served, among other things, as a litigation partner, founder, and 

Chair of the Mayer Brown LLP Electronic Discovery and Records 

Management Group.

• Adjunct Professor of Law at Northwestern University Law School.

• Executive Editor of The Sedona Principles and Board Member of 

the Electronic Discovery Institute.

• Ashish has edited three treatises, authored more than two dozen 

articles, and given hundreds of continuing legal education 

seminars on topics of electronic discovery and complex litigation 

before judges, practicing lawyers, and industry groups in the 

United States, Europe, and Asia.

• Ashish is a graduate of the University of Chicago Law School, 

where he was a member of the Law Review, and the University of 

Michigan, where he graduated with high honors and high 

distinction.

Ashish Prasad
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Ashish Prasad is widely regarded as 

among the leading experts on discovery 

in the United States and has been 

recognized and ranked in the Chambers 

Litigation Support Guide for six 

consecutive years.



• Introduction to ChatGPT

• Application to the Legal Industry 

• Ethical Issues Around Its Use 

• Guidance on Its Adoption 

• Questions 

Agenda 
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31 Flavors of AI Data Discovery? 

Sentiment Analysis

Portable AI Models

Concept Clustering

Anomaly Detection

Custom AI Models

AI Model Library 

Social Network Analysis

TAR/CAL

Computer Vision

AI Translation

AI Transcription

Entity Extraction

Flavors of AI in eDiscovery Until Now
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Arrival of Large Language Artificial Intelligence
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Large Language Models and the Legal Industry
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Opps
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Judicial Reaction – Court Mandated Disclosures
• ND Tex (Judge Brantley Starr) Mandatory Certification Regarding Generative Artificial Intelligence. All attorneys and pro se litigants appearing before 

the Court must, together with their notice of appearance, file on the docket a certificate attesting either that no portion of any filing will be drafted by 
generative artificial intelligence (such as ChatGPT, Harvey.AI, or Google Bard) or that any language drafted by generative artificial intelligence will be 

checked for accuracy, using print reporters or traditional legal databases, by a human being. Accordingly, the Court will strike any filing from a party who fails 

to file a certificate on the docket attesting that they have read the Court’s judge-specific requirements and understand that they will be held responsible 

under Rule 11 for the contents of any filing that they sign and submit to the Court, regardless of whether generative artificial intelligence drafted any portion 

of that filing. Judge Brantley Starr, Judge Specific Requirements, Mandatory Certification Regarding Generative Artificial Intelligence (May 30, 2023).

• Order on Artificial Intelligence, U.S. Court of International, The Honorable Stephen Alexander Valden, Judge (June 8, 2023)  U.S. Court Int. Trade (Judge 

Vaden) ORDERED that any submission in a case assigned to Judge Vaden that contains text drafted with the assistance of a generative artificial intelligence 

program on the basis of natural language prompts, including but not limited to ChatGPT and Google Bard, must be accompanied by: (1) A disclosure notice 

that identifies the program used and the specific portions of text that have been so drafted; (2) A certification that the use of such program has not resulted in 
the disclosure of any confidential or business proprietary information to any unauthorized party.  

• Standing Order for Civil Cases Before Magistrate Judge Fuentes, U.S. District Court for the Northern District of Illinois (May 31, 2023),  The Court has 

adopted a new requirement in the fast-growing and fast-changing area of generative artificial intelligence (“AI”) and its use in the practice of law.  The 

requirement is as follows:  Any party using any generative AI tool to conduct legal research or to draft documents for filing with the Court must disclose in the 
filing that AI was used, with the disclosure including the specific AI tool and the manner in which it was used. 

• Standing Order Re: Artificial Intelligence (“AI”) Cases Assigned to Judge Bayleson, U.S. District Court for the Eastern District of Pennsylvania (June 

6, 2023) Judge Michael M. Baylson of the U.S. District Court for the Eastern District of Pennsylvania issued an order requiring attorneys and pro-se litigants 

to disclose the use of AI in drafting pleadings. His order, however, was not limited in scope to the use of GenAI tools; rather, it referenced AI tools in general. 
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A Little Geek Speak 

Artificial 

Intelligen
ce

Artificial intelligence is 

the development of 

systems to mimic 

human problem-

solving behavior by 

computing a 

prediction and 

decision and then 

executing an action

Machin
e 

Learnin

g

The machine learns on 

its own by drawing 

inferences from 

patterns in the data, 

gradually adapting and 

becoming more 

accurate.

Machine learning is a 

component of artificial 

intelligence focusing 

on the use of data and 

algorithms to imitate 

the way humans learn.

Deep 
Learning

Deep learning is a type of machine learning that attempts to 

simulate the human brain by creating artificial neural networks 

that utilize and extract more information from the data.

Generative AI Large language models

Generative AI is a type of deep 

learning algorithm that can 

generate content by learning & 

imitating the patterns and 

structure of data it was trained 

on.

Large language models are 

deep learning algorithms trained 

on vast datasets to understand, 

predict, and generate text in a 

human-like way.

Machine learning (ML) is a branch of artificial intelligence (AI) that focuses on teaching 
machines to recognize patterns in data and make predictions or decisions based on those 
patterns. It involves feeding large amounts of data into a computerized algorithm, which then 
uses statistical techniques to identify patterns and make predictions or decisions about new 
data.

Large Language Model (LLM) is where an algorithm has been trained on a large amount of 
text-based data, typically scraped from the open internet, and so covers web pages and - 
depending on the LLM - other sources such as scientific research, books or social media 
posts.

Generative AI refers to a category of LLM that generates new outputs based on the 
patterns within data on which they have been trained. Like other forms of artificial 
intelligence, generative AI learns how to take actions based upon past data, but it also 
creates brand new content based on that training (such as images, videos, text, or 
computer code) rather than simply categorizing or identifying data. 

Natural Language Chatbot is a software program that can understand and respond to 
human speech.
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Examples of Models 

Source 2023 – EDI Summit
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• ChatGPT is a Large Language Model designed to assist with 

generating human-like text in a chatbot or conversational setting.

• It has been trained on a large dataset of chat and conversation 

transcripts and is able to generate responses that are 

appropriate and relevant to the input it receives.

ChatGPT
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How It Works

Predict the next word in a sentence using the previous words.  

I N P U T O U T P U T

Whoop there it

There is no crying in 

is

stupid

baseball

. . . 

It’s the economy
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How It Works

It calculates a probability table.

I N P U T

Four score and

Next Word
Probability

(“how often”)

.50seven

years .30

O U T P U T

more

ten .20

.10
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How It Works

P R O M P T
G E N E R AT E D  

N E X T  W O R D

Four score and

It calculates a table and picks a word from it.

seven
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How It Works

Run a loop 1000s of times to predict an answer.

I N P U T

Next Word
Probability

(“how often”)

seven

years

more

ten .20

.10

.30

.50

Four score and

Enter 
question

Sample 
a word from 

the table

Generate 
probability 

table

Append that 
word to the 

question
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How It Works

P R O M P T
G E N E R AT E D  

N E X T  W O R D

seven

Four score and seven 

years

years

ago

ago
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• Provided human-based answers to refine its learning (“Instruction Tuning”).

• Have GPT provide several answers and have humans rank the results. 

• What is it trained against?

• Public models trained against the entire internet.

• Private models are trained against specific data sets. 

Training 
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Text 

Classification

Text 

Generation

Question 

Answering

Document 

Summarization

Large Language Models are Trained to 

Solve Common Language Problems  
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Practical Example – Microsoft Teams
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Focus on what matters with AI-powered meetings, including 

ChatGPT from OpenAI.



• It gets things wrong (guardrails).

• It makes things up (hallucinations).

• Cannot understand emotion and empathy like a human.

• Bias (data, style, historical, user).

• Open Questions:

• Copyright

• Privacy 

• Defamation 

• Consumer Protection – Advertising 

Problems 
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Legal-Specific Use Cases
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Legal-Specific Use Cases for Legal Practice

Generate correspondence: Draft any 
correspondence, including demand letters 

and litigation holds.

Generate timelines: Quickly analyze 

documents and prepare a chronology of key 

events.

Simplify: Upload complex documents and 

receive succinct summaries.

Review documents: Get answers to 

questions about the contents of documents, 

including evaluating documents for privilege.

Draft discovery responses: Draft 
interrogatories, RFAs, and RFPs to propound 

in any case.

Brief a case: Generate a case brief and 

answer key questions about that case.

Answer a complaint: Admit or deny 
allegations in a complaint and recommend 

affirmative defenses and objections.

Respond to discovery: Prepare responses 

and objections to interrogatories, RFAs, and 

RFPs. 

Legal research: Prepare a memo answering 

a legal research question.

Prepare for a deposition: Generate an 

outline of deposition questions.

Extract contract data: Analyze contracts 
and answer your questions about 

contractual provisions.

Analyze a policy: Upload a policy 

document to see if it conflicts with other 

contracts.

What is market: Assess “what is market” 

in a given set of contractual clauses.

Edit a contract clause: Get 

recommended edits to a contract clause.
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Interface
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Skills
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Search and synthesize primary law. 

It runs multiple searches simultaneously 

and then summarizes its findings in a 

memo, which includes links to the top 

cases as well as the most relevant 

quotes.

Research Memos
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Upload documents to ask questions 

about the contents of those documents. 

The ability to analyze documents for 

privilege.

Document Review
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Capabilities for abstractive 

summarization and entity recognition.

Document Review (Another Example)
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Winston is one of the key players in this case They are 
the law firm



eDiscovery and LLMs
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Ethical Rules
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• Lawyers must “have a firm grasp on how electronic information is 
created, stored and retrieved” and must “know how to make and 
respond to electronic discovery requests and to advise their clients 
regarding electronic discovery obligations.”

• The Seventh Circuit Pilot Program for Electronic Discovery requires that 
counsel must be familiar with the federal rules of electronic discovery 
(Education Principle 3.01) and engage in continuing education regarding 
electronic discovery (Education Principle 3.02).

• 37 states have adopted a technical competence rule arising from Rule 1.

• Implications:

• Level of competence you will require of your outside and corporate 
legal staff. 

• Do you require subject matter expertise in this area? 

Rule 1.1 (Competence), 
Comment 8 provides that a 
lawyer should “keep abreast of 
changes in the law and its 
practice, including the benefits 
and risks associated with 
relevant technology.”

The Ethical Rules of Legal Technology
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• Rule 2.1 directly addresses the ethical duty of a lawyer to avoid the 
temptation of entirely relying on the output of AI legal software.

Rule 2.1 states, “In representing 
a client, a lawyer shall exercise 
independent professional 
judgment and render candid 
advice,” which potentially can 
involve referring “not only to law 
but other considerations as 
moral, economic, social and 
political factors, that may be 
relevant to the client’s situation.”

The Ethical Rules of Legal Technology
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• Rules implicate:

• How is privileged or trade secret information stored, retrieved, and 

retained? 

• How is your privileged and trade secret information used by the AI 

provider?

• Do you have the ability to track and delete your privileged and trade 
secret information?

Rule 1.6 (a)  “A lawyer shall not 
reveal information relating to 
the representation of a client 
unless the client gives informed 
consent… ”

Rule 1.6(c) (Confidentiality) 
provides that a lawyer must 
take reasonable efforts to 
prevent the “unauthorized or 
inadvertent disclosure” of 
information relating to 
representation of a client.

The Ethical Rules of Legal Technology
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• State Bar Professional Ethics Committees have advised that a lawyer may 

utilize cloud computing services provided that the lawyer “take[s] 

reasonable precautions to ensure that confidentiality of client information is 

maintained, that the service provider maintains adequate security, and that 

the lawyer has adequate access to the information stored remotely.”

• The lawyer must also research the cloud computing service prior to use 

and assure that files stored electronically are “readily reproducible and 

protected from inadvertent modification, degradation or destruction.” 

(Florida Bar Ethics Opinion 12-3).

Bar Position on Cloud Computing
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Confidentiality Risk is Real!



How it Works

WebApp Application Server Executory

Application 

Storage

Document 

Storage
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Microsoft Azure – OpenAI 
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• AI programs do not always cite their sources, and some AI programs 
have been caught making “‘surprising mistakes’ with basic math” or 

even creating facts (or polling data) that do not exist.

Rule 4-3.3 prohibits a lawyer 
from knowingly “making a false 
statement of fact or law to a 
tribunal or fail[ing] to correct a 
false statement of material fact 
or law previously made to the 
tribunal[.]”  When representing a 
client, “a lawyer shall not 
knowingly… make a false 
statement of material fact or law 
to a third person[.]”

The Ethical Rules of Legal Technology
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Will Artificial Intelligence 

replace lawyers?
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• Staffing 

• Speed 

• Efficiency  

• Technological Expertise

• Staffing Model 

• Revenue and 

Profitability

• Risk Exposure  

LAW FIRM

• Trade Secret 

Protection 

• Ownership

• Trademark/Copyright

• Privacy 

• Contracting 

• Use of Confidential 

Information 

• Lowering Costs of 

Routine Tasks 

• Insourcing vs. 
Outsourcing 

• Engagement 

Guidelines 

Implications for the Legal Industry 
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CLIENT  BUSINESS 
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• Your opponents (e.g., class lawyers) will have 

access to the same capabilities, allowing 

them to do more with less human resources 

and investment.

• Drafting Complaints

• Conducting Document Review

• Preparing for Depositions 

• Likely to use requests for inspection to require 

opponents to use such technology to search 

for and find information? 

• Can you identify any document talking about the 

toxic risk of your products? 

• Can you identify any design defects in your 

products?

• When did you first discover a latent defect in 

your design? 

• Can you identify when the first complaint arose 

about X?

• Who are the most knowledgeable people in your 

company on Y? 

Implications for Litigation 
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• Understand the technology.

• Understand the security risks (confidentiality). 

• Mitigate confidentiality risks (prohibitions or limitations, technical 

protections, transparency, notice consent).

• Understand the quality of the results.

• Determine whether and what guardrails to establish (validation).

• Set a clear written policy (law firms, vendors). 

• Education and training.  

• Communication between law firm and clients (e.g., engagement letters, 

master service agreements). 

Best Practices Around Adoption
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John Rosenthal

Winston & Strawn LLP
JRosenthal@Winston.com 

Ashish Prasad 

HaystackID
APrasad@HaystackID.com

Questions?
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